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Abstract 

Climate change is the greatest threat to mankind of the 21st century and the biggest 

challenge modern civilization has ever had to face [1]. The mitigation of solar radiation 

using sunshades is a promising strategy in terms of uniform and predictive temperature 

reduction, but their deployment will require several technological and logistical advance-

ments in the upcoming decades. This master thesis deals with the analysis of the logistical 

construction aspects of a sunshade concept around SEL1. Based on a roadmap incorpo-

rating previous results of lunar exploration missions as well as planned expeditions, the 

transfer trajectories in the Sun-Earth-Moon system have been designed. The focus is on 

the trajectories in the Earth-Moon system to establish a cargo hub at EML2. In this 

context different orbits, their stability, as well as their accessibility and visibility to the 

lunar south pole region were analyzed. To ensure the transport of the high raw material 

masses for the construction of the sunshade constellation at SEL1, the concept of a lunar 

coilgun in the Shackleton crater is introduced. The environmental conditions in the crater 

region allow the use of innovative superconducting technology and indicate synergy  

potentials for future lunar exploration missions. In addition, first estimations for a  

scalable concept of the lunar coilgun as well as its power supply are discussed, and overall 

integration of the different transportation technologies is described. Finally, aspects of 

an International Planetary Sunshade (IPSS) attitude and orbit control system are high-

lighted to realize stabilization and controllability based on existing technologies. 

  



 

  

 

Kurzfassung 

Der Klimawandel ist die größte Bedrohung des 21. Jahrhunderts und die essentiellste, 

der sich die moderne Zivilisation jemals stellen musste [1]. Die Abschwächung der Son-

neneinstrahlung mit Hilfe von Sonnenschilde ist eine vielversprechende Strategie in Bezug 

auf eine gleichmäßige und vorausschauende Temperaturreduzierung, jedoch erfordert ihr 

Einsatz diverse technologische und logistische Fortschritte in den kommenden  

Jahrzehnten. Diese Masterarbeit befasst sich mit der Analyse der logistischen Konstruk-

tionsaspekte eines Sonnenschildkonzeptes um den SEL1. Auf Basis eines Strategieplans 

wurden unter Einbindung bisheriger Erkenntnisse von Monderkundungsmissionen sowie 

geplanter Expeditionen die Trajektorien im Sonne-Erde-Mond-System ausgelegt. Der  

Fokus liegt auf den Trajektorien im Erde-Mond-System, um einen Knotenpunkt für die 

Nutzlastversorgung am EML2 zu etablieren. In diesem Zusammenhang wurden verschie-

dene Orbits, deren Stabilität sowie die Erreichbarkeit und Sichtbarkeit der lunaren Süd-

polregion analysiert. Um den Transport der hohen Rohstoffmassen für den Bau der  

Sonnenschildkonstellation am SEL1 zu gewährleisten, wird das Konzept einer lunaren 

Coilgun im Shackleton Krater vorgestellt. Die Umweltbedingungen in der Kraterregion 

ermöglichen den Einsatz innovativer Supraleitertechnologien und zeigen Synergiepoten-

tiale für zukünftige Monderkundungsmissionen auf. Darüber hinaus werden erste  

Abschätzungen für ein skalierbares Konzept der lunaren Coilgun sowie deren Energiever-

sorgung diskutiert und eine Gesamtintegration der verschiedenen Transporttechnologien 

beschrieben. Abschließend werden Aspekte eines International Planetary Sunshade 

(IPSS) Lage- und Bahnkontrollsystems beleuchtet, um eine Stabilisierung und Kontrol-

lierbarkeit auf der Basis bestehender Technologien zu realisieren. 
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1 Introduction 

limate change is the most serious threat of the 21st century and the biggest 

modern humans have ever had to face [1]. Despite some unfounded skepticism, 

the scientific evidence of the last decades clearly proves the consequences of industriali-

zation as well as globalization and promotes the awareness of our responsibility as well 

as a change of mindset among the population. The recent developments in climate  

research, but especially the strongly changed climatic conditions and the related natural 

catastrophes like the increase of hurricane strength in the US [2], the record tempera-

tures, the heat waves, and floods have contributed to an increased interest of the popu-

lation in climate change and its consequences [3].  

Climate science is no longer a cornerstone discipline, but one of the essential scientific 

fields to prepare our generation and the generations to come for the future, which is a 

source of great concern for the current generation in terms of how our children will be 

affected in the future. The strong interest in saving the Earth and protecting human 

existence, due to the slow development of renewable energies, has led to a completely 

new scientific field - geoengineering. This field deals with the influenceability of the 

Earth's climate by using new intervention technologies.  

However, many of the terrestrial methods have not been sufficiently investigated yet 

and, there is a lot of skepticism about the impact of intervening in the atmosphere and 

the possible side effects. But it is not only climate research dealing with this topic; climate 

change has already reached space technology. Space-based geoengineering approaches 

have already been analyzed several times in the last decades and offer today a possibility 

to provide us with a temporary buffer to expand renewable energies by mitigating the 

catastrophic consequences of climate change to a certain extent [4]. The International 

Planetary Sunshade (IPSS) concept is an international space-based geoengineering  

approach with the objective to achieve a global reduction of solar insolation by involving 

international collaborations.  

 

C 
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1.1 Motivation 

Time is the crucial showstopper in terms of climate change, as already stated by 

various scenarios in the Intergovernmental Panel on Climate Change (IPCC) reports [5]. 

Whereas the focus so far has been on costs and effort, it is now a question of gaining as 

much time as possible by preventing the passing of critical tipping points [6] in order to 

develop technologies in the field of renewable energies to perform the global energy trans-

formation [7; 8]. Moreover, the IPSS concept could provide an alternative way to generate 

solar energy. 

 

Figure 1 contains a selected simulation, derived from the Monash simple climate 

model, which illustrates the dramatic development predicted in the upcoming years [9]. 

A comparison of the projected temperature developments according to the IPCC illus-

trates the critical development. In the worst-case scenario, representing the current  

situation, in which no action is taken, and economic trends increase constantly an average 

temperature rise of 4.8 K by 2100, referenced to 1955, is expected according to IPCC 

Representative Concentration Pathway 8.5 (RCP8.5).   

Our climate system and the associated processes are highly complex and accordingly 

there are a large number of tipping points in the various systems [6]. Consequently, even 

with the current target temperature increase of no more than 2.0 K by 2100, the mean 

net present value of the costs of damages is estimated to be $69 trillion due to the climate 

 

 Figure 1: IPCC Scenario - RCP 8.5 CO2-forcing. (a) Global mean change in surface tempera-
ture until 2100. (b)  Global mapping of annual mean surface temperature in 2095 [9]. 
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impacts [10]. In addition, a mean annual Gross Domestic Product (GDP) loss of up to 

4.5 percent (%) is projected in 2100 [11]. Thus, current technological advances are not 

sufficient to expand renewable energies and carbon capturing in time, whereby geoengi-

neering can play a decisive role in providing more time for technological development. 

This clearly indicates the urgent demand for effective actions to be taken and imple-

mented by 2060 [12], in order to avoid reaching the tipping point and to save our planet 

Earth. Consequently, for all mentioned concepts, but especially for the IPSS concept, a 

deadline of 2060 has to be achieved, which can only be accomplished in an international 

cooperation. 

1.2 Objectives and Outline 

Initiated by Airbus Defense and Space the objectives of this work are to analyze the 

different sunshade concepts in detail with regard to the logistical aspects. The major 

tasks focus on the investigation of possible trajectories to implement an IPSS in the 

vicinity of the Sun-Earth Lagrange Point L1 (SEL1) using lunar resources. Special focus 

is set on the analysis of the conceptual design of a lunar launch system and a sunshade 

attitude and orbit control system (AOCS) taking the overall mission scenario into  

account.  

In chapter 2, the orbital mechanics for the design of the trajectories, a short overview 

of solar radiation management (SRM) methods, and the investigated constellation types 

for a space-based sunshade concept are presented. Chapter 3 deals with the definition of 

the IPSS mission scenario, including the overall roadmap, the derived logistical require-

ments, and the logistical concept of the mission scenario. Chapter 4 describes the defined 

trajectories for the different mission phases with respect to the applied transfer  

technologies, giving an overview of the ∆𝑉𝑉 (change in velocity)-demand and possible 

communication windows. In chapter 5 the transfer technologies are discussed more in 

detail, with a special focus on the coilgun concept concluding in a synergistic approach. 

Chapter 6 deals with the IPSS attitude and orbit control system, demonstrating  

technologies to stabilize the sunshade constellation at SEL1. At the end, a summary of 

the results as well as an outlook for further work are given.   
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Based on the upcoming analysis of logistical aspects of an IPSS system and in collab-

oration with a parallel thesis [13], concentrating on the In-situ Resource Utilization 

(ISRU) and In-space Manufacturing (ISM), a roadmap for the overall mission scenario 

was developed, which is primarily referenced in this work.  
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2 Background 

This chapter deals with the fundamental principles for the configuration of the IPSS 

system. The fundamentals are divided into the subjects of specific orbital mechanics, 

solar radiation management methods, and different constellation concepts as baseline for 

the developed IPSS system concept.  

2.1 Orbital Mechanics 

The orbit design of interplanetary trajectories reveals a high complexity due to the 

additional perturbation effects by additional bodies as well as the varying reference sys-

tems. The mathematical model of the Circular Restricted Three-Body Problem (CR3BP) 

represents the motion of a spacecraft under the gravitational influence of two massive 

bodies. The model enables an efficient and fast analysis of the transfer possibilities, for 

example, in the Earth-Moon and Earth-Sun systems [14–17].  In the following, the  

fundamental reduction to a circular restricted three-body problem as well as the special 

solutions of the libration points and the resulting special orbits are  

presented. 

2.1.1 Circular Restricted Three-Body Problem 

The reference frame for the CR3BP is the circular coplanar motion of two massive 

bodies 𝑚𝑚1 and 𝑚𝑚2 around their common center of mass, where the mass of the third 

body 𝑚𝑚3 is negligible. Consequently, the motion can be described in the rotating reference 

frame concerning the center of mass of the two bodies, the primaries. To enable a stand-

ardized description (Figure 2), the quantities of the system are normalized to the distance 

between the primaries, the modulus of their angular velocity, as well as to the total mass 

of the system, resulting in the following equations for the position as well as the velocity 

of the spacecraft, described by 𝑥𝑥̅ =  {𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑥𝑥,̇  𝑦𝑦,̇ 𝑧𝑧}̇  

⎩�
⎨
�⎧𝑥𝑥̈ − 2𝑦𝑦̇ =  −𝑈̅𝑈𝑥𝑥

𝑦𝑦̈ − 2𝑥𝑥̇ =  −𝑈̅𝑈𝑦𝑦

𝑧𝑧 ̈ =  −𝑈̅𝑈𝑧𝑧

    (Eq. 1) 
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with 

   𝑈̅𝑈(𝑟𝑟1, 𝑟𝑟2) =  − 1
2 [(1 − 𝜀𝜀)𝑟𝑟1

2 + 𝜀𝜀𝑟𝑟2
2] − 1−𝜀𝜀

𝑟𝑟1
− 𝜀𝜀

𝑟𝑟2
 ,  

   𝑟𝑟1
2 = (𝑥𝑥 + 𝜀𝜀)2 + 𝑦𝑦2 + 𝑧𝑧2 ,  

   𝑟𝑟2
2 = (𝑥𝑥 − 1 + 𝜀𝜀)2 + 𝑦𝑦2 + 𝑧𝑧2 ,  

   𝜀𝜀 = 𝑚𝑚2
𝑚𝑚1+ 𝑚𝑚2

 .  

The mass ratio of the primaries is described by 𝜀𝜀, the distances between the spacecraft 

and the primaries are represented by 𝑟𝑟1 and 𝑟𝑟2, with 𝑟𝑟1 referring to the larger primary, 

and 𝑈̅𝑈(𝑟𝑟1, 𝑟𝑟2) expresses the effective potential of the overall system.  

The energy integral of motion [18] of system (Eq. 1) is an essential parameter for 

describing orbits in the CR3BP and can be described by the Jacobi integral, defined as 

   𝐶𝐶(𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝑥𝑥,̇ 𝑦𝑦,̇ 𝑧𝑧)̇ =  −2𝑈̅𝑈 − (𝑥𝑥2̇ + 𝑦𝑦2̇ + 𝑧𝑧2̇) .  (Eq. 2) 

2.1.2 Libration Points 

The mathematical model of the CR3BP (Eq. 1) provides five equilibrium points, also 

called libration points or Lagrange Points, characterized by the stationary behavior of 

the spacecraft in the rotating reference frame (x-y-system). At the libration points the 

gravitational forces of the primaries and the centripetal force based on the spacecraft 

movement are mutually eliminated. The libration points can be distinguished by their 

location and stability (Figure 3). The unstable points L1, L2, L3 are located on the 

 

 Figure 2: Scheme of the circular restricted three-body problem in normalized coordinates.  
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connecting line between the two primaries and form collinear configurations, whereas the 

stable L4 and L5 are situated at an angle of 60 degrees (°) to the connecting line.  

Due to their location and the stationary characteristics of the Lagrange points, they 

are of special interest for space missions. The Sun-Earth Lagrange Point 1 (SEL1) pro-

vides an unrestricted view to the Sun and enables the investigation of the outer layer of 

the Sun, solar wind observations, and helioseismology [19]. Consequently, SEL1 has al-

ready been selected for many scientific missions such as the Advanced Composition Ex-

plorer (ACE), Solar Heliospheric Observatory (SOHO), and the Global Geoscience 

WIND, providing a large amount of data with respect to the stabilization of different 

orbits [20]. 

The Sun-Earth Lagrange Point 2 (SEL2) is of great importance for astronomical  

observations due to its constant position in the shadow of the Earth. Therefore, the 

Wilkinson Microwave Anisotropy Probe (WMAP) was formerly positioned here to inves-

tigate irregularities in the cosmic background radiation [21]. Due to its close distance to 

Earth, SEL2 allows sufficient communication and also a clear view of deep space, which 

is the reason for the Planck Space Telescope [22] as well as its successor the James Webb 

Space Telescope (JWST) [23] to be operated at SEL2. No missions have yet been  

considered for the Sun-Earth Lagrange Point 3 (SEL3) because of its position behind the 

Sun. The instability of the orbits around L1, L2, and L3 requires continuous course and 

attitude correction in a time frame of about 23 days [24]. Sun-Earth Lagrange Points 4 

 

 Figure 3: Plot of libration points of the circular restricted three-body problem in the 
x-y-plane including stability. 
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(SEL4) and 5 (SEL5) provide the only stable orbits as long as the mass ratio of the 

primaries is exceeding 24.96. This approximation applies to many systems in the solar 

system in addition to the Sun-Earth and Earth-Moon systems. Based on the natural 

objects around L4 and L5 in the Jupiter-Sun system, these objects are also called  

trojans [24]. 

The Lagrange points in the Earth-Moon system play an essential role, especially in 

the context of lunar exploration. The Earth-Moon Lagrange Point 2 (EML2) enables 

communication with the far side of the Moon, while the Earth-Moon Lagrange Point 1 

(EML1) can serve as location for a fuel depot for orbital refueling. Both were analyzed 

with respect to their suitability as staging orbits for lunar missions [25].  

Table 1 and Table 2 summarize the distances of the unstable L1, L2, L3 for the Sun-

Earth as well as for the Earth-Moon system.  

 

 

 

Lagrange point Position in normalized units  Position in [km] 

  x y x y 

SEL1 0.9899859823 0.0000000000 148099795.0 0.0 
SEL2 1.0100752000 0.0000000000 151105099.2 0.0 
SEL3 -1.0000012670 0.0000000000 -149598060.2 0.0 
SEL4 0.4999969596 0.8660254038 74798480.5 129555556.4 
SEL5 0.4999969596 -0.8660254038 74798480.5 -129555556.4 

 

 Table 1: Position of Lagrange points in Sun-Earth system including normalized units referring 
to the Sun-Earth distance of 149,601,950 km [26].  

 

Lagrange point Position in normalized units  Position in [km] 

  x y x y 

EML1 0.8369151324 0.0000000000 321710.2 0.0 

EML2 1.1556821603 0.0000000000 444244.2 0.0 

EML3 -1.0050626453 0.0000000000 -386346.1 0.0 

EML4 0.4878494157 0.8660254038 187529.3 332900.2 

EML5 0.4878494157 -0.8660254038 187529.3 -332900.2 

 

 Table 2: Position of Lagrange points in Earth-Moon system including normalized units referring 
to the Earth-Moon distance of 384,400 km [26].   

 



2 Background 9 

 

  

 

2.1.3 Special Orbits 

In the following, based on the properties of the libration points, four different orbits 

and their properties are shortly described [16; 27–29]. Basically, they can be classified by 

the motion in the different planes. Lyapunov orbits are periodic planar orbits, in which 

the spacecraft performs its motion only in the x-y plane of the primaries. Lyapunov orbits 

are only possible in CR3BP due to their two-dimensional motion. Lissajous orbits, on 

the other hand, are three-dimensional quasi-periodic orbits providing an oscillating mo-

tion normal to the orbital plane. Halo orbits also have a three-dimensional periodic pat-

tern, named after the shape of the orbits as seen from Earth [27]. However, since halo 

orbits can only be calculated in CR3BP, quasi-halo orbits provide a solution between 

halo orbits and Lissajous orbits.  

The accessible orbits, however, depend on the initial state of the spacecraft, which is 

shown schematically in Figure 4 for SEL2. The optimization tool of Astos Solutions offers 

the possibility to calculate the transfer into different orbits based on different design 

parameters by propagating the initial state.  

The different orbits allow a stationary, partly periodic movement around the respec-

tive Lagrange point, whereby lunar halo orbits have an essential role in future deep space 

exploration, especially for lunar exploration. Due to the high accessibility of the Moon 

from halo orbits around EML1 and EML2, these orbits were considered for an intersat-

ellite link between Earth and the far side of the Moon [27], as gateway [30], and for the 

return mission of lunar samples [31].  

In this context, the coverage potential of the lunar south pole [32] as well as concepts 

for lunar communication and navigation using a halo orbit around EML2 were investi-

gated [33]. Lagrange points not only allow access to scientific targets, but also allow 

efficient transfers between them using manifold transfers [34].  
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 Figure 4: Visualization of different orbits around SEL2 [25]. (a) Scheme illustrating the limited 
orbits around SEL2 depending on the initial state: H is halo orbit; Ly is vertical Lyapunov orbit, 

L indicates Lissajous orbit, QH is quasi halo orbit, r5 – r11 are resonant orbits. (b) Projection of 
different orbits on y-z plane depending on initial state.  

 

 

(a) 

(b) 
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Due to the symmetry of the potential field of the CR3BP with respect to the x-y plane 

of the rotating frame, symmetric pairs of halo orbits result, which can be divided into 

southern and northern families. The classification is based on the maximum out-of-plane 

amplitude (𝐴𝐴𝑧𝑧) in the respective hemisphere. A southern family halo orbit, with a max-

imum excursion in the -z direction, is largely in the southern hemisphere of the Moon, 

making them suitable for communication with the lunar south pole. On the other hand, 

a northern family halo orbit with an 𝐴𝐴𝑧𝑧 in +z direction, allowing better coverage of the 

northern hemisphere [18]. Figure 5 illustrates the northern family of EML1 halo orbits 

in comparison to the southern family of EML2 halo orbits [35]. Another possibility to 

identify each member of a family is by the specific Jacobi integral C (Eq. 2).  

 

As a result of the instability of the orbits around the essential Lagrange points, a 

perturbation leads to an increasing drift away from the halo orbit. These asymptotic 

orbits exist for departing as well as for approaching unstable orbits around Lagrange 

points (Figure 6). The trajectories for asymptotic departures from the unstable orbit are 

called unstable invariant manifolds, and the trajectories for arrival at the unstable orbit 

are called stable invariant manifolds [35].  

 

 Figure 5: Visualization of halo orbit families [35]. (a) Northern family of EML1 halo orbits.  

(b) Southern family of EML2 halo orbits.  

 

(a) (b) 
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Near-Rectilinear Halo Orbits (NRHO) are a special subset of halo orbits in the vicinity 

of the collinear Lagrange points [37], which can be simulated in higher-fidelity models 

(Figure 7).  

Therefore, NRHOs have been investigated for long-term missions as well as for manned 

missions to the Moon [25]. Due to their promising stability, NRHOs require only a small 

amount of propellant to maintain their orbit over a longer time period (4,5). In addition, 

NRHOs can be adapted to the mission scenario by choosing appropriate resonance prop-

erties to avoid eclipses [38; 39]. Due to their fuel-efficient stability as well as favorable 

access to the Moon, determined by their potentially short period, an NRHO is planned 

 

 Figure 6: View of invariant manifolds of the EML2 halo orbits in the x-y plane [36]. (a) Unstable 
invariant manifolds for departs. (b) Stable invariant manifolds for arrival.  

 

 

 Figure 7: Halo orbits and NRHO in the vicinity of collinear Lagrange points [38]. (a) Southern 

halo family of EML2. (b) Northern and Southern NRHOs of EML1 and EML2.   

 

(a) (b) 

(a) (b) 
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for the Lunar Gateway [40]. The mapping in a high-fidelity model to demonstrate the 

capability for current missions requires an extension to the CR3BP [41]. The resulting 

nonlinear and sensitive dynamics as well as the simulative mapping of station-keeping 

strategies imply new challenges to identify energy-efficient solutions [38].  

NRHOs can be characterized by their stability index 𝜈𝜈, which is a function of the 

maximum eigenvalues 𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 of the state transition matrix (STM) after one period of the 

halo orbit. The stability index is defined as 

𝜈𝜈 = 1
2 (𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚 + 1

𝜆𝜆𝑚𝑚𝑚𝑚𝑚𝑚
)    (Eq. 3) 

whereby a target stability index of one indicates a stable halo orbit. A stability index 

greater than one implies that perturbations will result in a drift from the intended orbit, 

therefore NRHOs are often defined by a 𝜈𝜈 lower than 1.5. The analysis of the stability 

behavior as a function of the perilune radius (Figure 8) illustrates the possible halo orbits 

and their stability. The linear analysis clearly shows that for large perilune distances 

(𝑟𝑟𝑝𝑝), the stability index increases, resulting in rising instability. This region contains 

nearly planar halo orbits. At the same time, a decrease of 𝑟𝑟𝑝𝑝 results first in a region with 

stability index one and then in a region with a slightly increased but sufficient stability 

index. The choice of a suitable halo orbit for the cargo hub at EML2 (Chapter 4.2) is 

analyzed on the basis of the stability index 𝜈𝜈 in connection with the perilune distance 

𝑟𝑟𝑝𝑝. 

 

   

 

 Figure 8: Stability indices of halo orbits around EML1 and EML2. (a) Stability indices for a perilune range 
of 𝑟𝑟𝑝𝑝 = 0 km to 𝑟𝑟𝑝𝑝 = 50000 km. (b) Stability indices for a perilune range of 𝑟𝑟𝑝𝑝 = 0 km to 𝑟𝑟𝑝𝑝 = 20000 km. 

 

(a) (b) 



2 Background 14 

 

  

 

2.2 Solar Radiation Management (SRM) Methods 

The field of geoengineering covers various technologies and methods for counteracting 

climate change with the support of technical interventions. Solar radiation management 

(SRM) methods provide special strategies for modifying Earth's radiation balance to 

reduce the increasing temperature. The reduction of the solar radiation exposure can be 

performed either directly on Earth's surface, in the atmosphere, in orbit, or in outer space 

(Figure 9). In the following, the different SRM methods are described shortly, and their 

advantages and disadvantages are discussed.  

2.2.1 Earth-based SRM 

An Earth-based solution is to increase the reflectivity of Earth’s surface [43]. One 

possibility is to increase the reflectivity of agricultural areas by cultivating highly reflec-

tive crops [44]. In addition, the reflectivity of urban roofs and large-scale artificial surfaces 

can be increased by applying reflective materials [45]. The Earth is mainly covered by 

water, accounting for 71% of its surface [46], thus an increase in oceanic albedo can be 

achieved using large solar reflectors [47]. In addition, by deploying seawater particles 

using the Marine Cloud Brightening (MCB) method, the cloud droplet number concen-

tration can be increased and artificial clouds can be seeded over the oceans to increase 

atmospheric reflectivity [48; 49]. Inspired by the natural impact of volcanic eruptions on 

 

 Figure 9: Solar radiation management methods [42].  
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atmospheric albedo, the Stratospheric Aerosol Injection (SAI) using sulphate aerosols in 

the low stratosphere provides another way to scatter incoming sunlight back to space 

[50; 51].  

Based on the demand of large-scale environmental impact on Earth's surface, as well 

as in Earth's atmosphere, taking regional influences and efficiencies into account, Earth-

based SRM are discussed controversially [4; 43; 52]. Non-uniform, local modification of 

surface albedo provides only partial relief [53]. Changing the atmospheric albedo using 

SAI is currently described as the most cost-efficient method [4; 54; 55], although contin-

uous injection of aerosols is required to maintain long-term control of temperature warm-

ing [54]. 

2.2.2 Space-based SRM 

Space-based methods, on the other hand, offer the possibility of diverting the incoming 

solar radiation before reaching Earth. A distinction can be made between solutions in 

Earth orbit and at stationary points such as SEL1. An artificial Earth ring of light 

scattering particles [56; 57] as well as large dust clouds [58] of materials from Earth, 

Moon, or asteroids could provide a long-term solution, but would increase the collision 

hazard in Earth orbits due to their uncontrollability. In contrast, large, assembled struc-

tures called sunshades [59], which could be positioned at SEL1, are able to provide a 

controllable solution despite their engineering complexity. In addition, these can be de-

signed for uniform global shading [60]. However, the high costs as well as the required 

technological developments of this promising technology are a major challenge. Com-

pared to the Earth-based SRM methods, these technologies do not directly interfere with 

the Earth's atmosphere and thus do not affect the atmospheric balance with respect to 

the particle budget [4]. By purely reducing the global solar radiation flux to a certain 

amount, space-based solutions represent a controllable and, if necessary, reversible 

method to achieve the targeted reduction of radiation. The cooling effect based on the 

change in radiative forcing [61] can be as effective as SAI methods. Thus, the technology 

must be analyzed in terms of technological and scientific showstoppers. 
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2.3 Constellation Types 

Space-based solar radiation management methods are suitable for controlled and uni-

form shading. In the following, different approaches for a shading system around the 

SEL1 are presented, which are used as a baseline for the IPSS concept. A detailed dis-

cussion with respect to the sunshade design as well as a first mass estimation for lunar 

materials was performed in the parallel thesis [13]. 

2.3.1 Large Sunshade 

The basic idea of counteracting the global warming by space-based sunshades already 

emerged at the end of the 20th century and was discussed in the works of Early [62] and 

Seifritz [63] with regard to the application of reflective materials. Stability aspects with 

respect to the balance between the absorbed and emitted thermal energy, as well as the 

effects of the Solar Radiation Pressure (SRP) were already described. Due to the pure 

solar radiation effect, first calculations regarding the positioning of a sunshade between 

Sun and Earth have been discussed. The first mass estimation in the order of 1011 kg to 

reduce the solar irradiance by 1.7% to achieve a reduction of 2 K illustrates the techno-

logical challenges involved. To reduce the high mass requirement for positioning at SEL1, 

artificial Lagrange points LA were investigated using SRP. Shifting the stationary point 

to a distance of 2.36x106 kilometer (km) from Earth allows minimizing the mass to 240 

million tons (t), which can be optimized by reduced solar radiation coefficients [64]. Thus, 

the solar radiation coefficient is a key parameter, which is depending on the material. 

The resulting mass estimations are a central topic of several sunshade concepts and were 

also discussed in the parallel work [13]. Due to the high mass requirement, the use of 

lunar resources [13] or iron and carbon materials from asteroids [65] was discussed and 

the impact on the sunshade design was analyzed. Asteroids offer the possibility of carbon-

based coatings to reduce sunshade mass by lowering the reflectivity. The utilization of 

space resources poses new technological challenges for processing, manufacturing, and 

energy supply. In this context, solar reflectors for harvesting solar energy have been 

described to enable the processing of asteroids [66].  
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The global climate impact is the key advantage of space-based sunshades compared 

to Earth-based SRM methods. The simulation of the global climate impact requires suf-

ficient modeling of the sunshade as well as the effects of orbital motion on the global 

shading impact [60]. The integration of the Globally Resolved Energy Balance (GREB) 

model illustrated the local temperature variation using a single stationary sunshade. The 

non-uniform shading leads to a higher temperature reduction in the equatorial region 

than in the polar regions, which could cause secondary climatic effects. To obtain a 

uniform reduction of temperature, a vertical oscillation of the sunshade around the Sun-

Earth line was simulated (Figure 10). Adapting the period of the oscillating orbit by 

means of an active SRP control allows an adjustment to the rotation of the Earth around 

the Sun. The enforced periodic motion indicates an improvement of the local mean tem-

perature, although a global loss of 0.4% of solar radiation blocking by the displacement 

has to be accepted. Consequently, a loss of a small amount of shading enables a more 

uniform temperature reduction to be obtained.  

In order to achieve an optimization with respect to a homogeneous mean temperature, 

the concept was extended to two oscillating sunshades and optimized by numerical meth-

ods. First, the same total shading area was simulated, and the climatic impact was opti-

mized by varying the sunshade size, period, out-of-plane displacement, and orbit control. 

The simulation resulted in two phase-synchronized oscillating sunshades with a radius of 

1,200 km and 790 km, returning up to 40% of the Earth's surface to pre-global warming 

temperatures.  

 

 Figure 10: Occulting disk near the SEL1 [60].  
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An extended optimization could be achieved by the additional variation of the shading 

area. In this context, the numerical optimization reveals that a halving of the residual 

increase of temperatures is possible by deploying two sunshades with radii of 1,522 km 

and 880 km in a phase-shifted configuration. Assuming the environmental damage is 

quadratically dependent on the temperature increase, the impact of global warming could 

be reduced by 75% [60]. 

2.3.2 Swarm of Autonomous Sunshades 

The size and complexity of large sunshades present major challenges to the concep-

tional design. A reduced level of required technological advancement can be achieved 

through the utilization of small sunshades, known as flyers [67]. An autonomous for-

mation of trillions of flyers around SEL1 manufactured on Earth is proposed. Although 

the technical effort of constructing large sunshade structures is significantly reduced, the 

effort to control the large cloud of autonomous spacecraft in terms of self-shadowing, 

collision avoidance, as well as configuration stabilization increases. The application of 

electromagnetic launchers enables an emission-free launch technology, but due to the 

gravitational potential of Earth high amounts of energy are demanded. The concept 

envisages small sunshades with a diameter of 1 meter (m), produced with a special hole 

pattern on Earth to achieve a refractive effect in terms of on the solar radiation. Due to 

an Earth-based lightweight design, the overall system provides the lowest mass for a 

sunshade concept of only 2x107 t, which will be delivered to SEL1 by 20 million electro-

magnetic launches with a respective payload of 1 t.  

However, the number of necessary launches and the associated demands on infrastruc-

ture and energy supply provide new technical challenges, so the utilization of space  

resources [66] can provide potential for the application of a modified concept. A more 

advanced concept of the sunshade as a solar power satellite [68] to provide space-based 

clean energy [69] could generate new synergies and contribute to an amortization of the 

overall system [70]. Based on these promising aspects, an international sunshade concept 

is presented in the following with an explicit discussion of the logistical aspects for  

implementation.  
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3  Definition of IPSS Mission Scenario 

The following chapter presents the roadmap developed for the mission scenario of an 

IPSS system. The roadmap was developed in collaboration with a parallel thesis on ISRU 

and ISM [13], whereby the following chapters focus especially on the logistical aspects. 

Based on the conceptual design of the IPSS system, the logistical requirements are  

derived and a concept for the logistical design is presented.  

3.1 Overall Roadmap 

Based on the analyzed constellation types (Chapter 2.3), the roadmap for the IPSS 

system was developed, providing reasonable synergies between the IPSS system and  

existing efforts by the international space agencies. To enable further settlement and 

human-based exploration of the solar system, the ISECG Global Exploration Roadmap 

presents various scenarios [71; 72]. In this context, EML1 and EML2 play a decisive role 

as initial points for the next generation of space stations beyond Low Earth Orbit (LEO). 

The first estimations of the sunshade mass [13], positioned at the vicinity of SEL1, clarify 

that an IPSS system can only be achieved by exploiting space resources. In combination 

with the current projects of a Lunar Gateway [40] as well as the potential resources for 

a sunshade [13], the Moon is considered as a promising material source for the sunshade 

production. In addition, current ISM methods and their potential application for the raw 

material extraction process on the Moon were analyzed [13].  

To establish a feasible IPSS system concept, possible technological spin-ins were in-

vestigated to enable efficient developments as well as optimal exploitation of resources. 

At the same time, possible technological spin-offs were identified in order to achieve 

continuous benefits, to create synergies with ongoing projects, and to enable continuous 

adaption of the system to the current state of the art. Figure 11 shows the four phases 

of the current roadmap (Appendix A), which are the focus of further investigation.  
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  Phase1 Phase 2 Phase 3 Phase 4 

  
Technology  

Development 
Technology  

Demonstration 
Sunshade  

Production 
Sunshade  
Operation 

Timeframe 2021 - 2040 2035 - 2045 2050 - 2070 2060 - 20xx 

Location Earth 
 
(EML2, SEL1) 

𝐄𝐄𝐄𝐄𝐄𝐄𝟐𝟐,  
Lunar Surface 
(SEL1) 

𝐒𝐒𝐒𝐒𝐒𝐒𝟏𝟏, 𝐄𝐄𝐄𝐄𝐄𝐄𝟐𝟐 
  

𝐒𝐒𝐒𝐒𝐒𝐒𝟏𝟏 
  

Objectives Development of 
mission critical 
technologies, 
Earth-built  
demonstrators 

Demonstration of 
lunar production 
and mass  
transportation 
capabilities 

Demonstration of  
sunshade production 
capabilities at SEL1, 
bootstrapping of  
sunshade production  

Shade operation,  
formation setup,  
climate monitoring 
and optimization of 
climate impact  

In phase 1, the focus is on the development of required technologies for lunar explo-

ration as well as individual components for a small Earth-built sunshade. The lunar 

technologies can be divided into the technologies for the material extraction and pro-

cessing, as well as the transport within the Earth-Moon-EML2-SEL1 system. Efficient 

technologies for the generation, conversion, and storage of the required energy have to 

be developed in order to provide a sufficient energy supply for the electromagnetic 

launcher as well as for the energy consumption of ISRU processes. Furthermore, the 

components for a lightweight design of the Earth-built sunshade have to be designed and 

tested in Earth orbit followed by a final demonstration of the functionalities at SEL1. 

The development can benefit from the existing know-how and technologies of missions 

like SOHO.  

Phase 2 focuses on the technological demonstration of the lunar production processes 

and the development of high transport capacities using electromagnetic launchers. The 

focus is on setting up a cargo hub at EML2 in order to first stock the raw material 

temporarily for the sunshade and then transport it to SEL1. 

In phase 3, the mass production of sunshades will be initiated with the construction 

of the large-scale production facilities. Through the logistical network established in 

phase 2, the required raw materials will be delivered just-in-sequence and processed to 

sunshades using the high solar energy available, generated by solar power satellites. The 

produced sunshades can in turn be used as photovoltaic sunshades [13] for further energy 

generation to drive the bootstrapping production process. Continuous development of 

Figure 11: Mission phases for IPSS system development. 
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the sunshades based on new technological advances is essential for the constant improve-

ment of the efficiency and the lightweight potential of the sunshades. In addition, the 

sunshade design must be specified and further developed with regard to energy-efficient 

stabilization and collision avoidance.  

Phase 4 includes the primary operation as well as the adjustment of the overall 

constellation to achieve an efficient climate impact. In this context, climate monitoring 

is an essential objective in order to observe possible effects of the radiation reduction on 

the weather pattern. Due to the large constellation setup, the focus is on ensuring  

continuous collision avoidance in order to prevent the IPSS system being affected by 

malfunctions. However, a certain failure rate must be assumed, defining the basis for 

maintenance and service activities. Thus, after completing the IPSS sunshade formation, 

the production site at SEL1 will remain for the production of spare parts as well as 

backup sunshades. In addition, secondary uses of the facility can then be initiated to 

exploit SEL1 as a starting point for future space missions and as an expanded target for 

manned missions. The station can be used as human outpost, utilizing the high level of 

energy provided. 

In order to provide the baseline for the visionary endeavor, the following chapters will 

describe the logistical aspects regarding launches within the Sun-Earth-Moon system 

focusing on the transfers in the Earth-Moon system and operation of the sunshades at 

SEL1.  

3.2 Logistical Concept 

Initial estimations for the high mass requirements of the sunshades for the IPSS  

system, as well as the associated masses for production facilities, represent a major  

challenge. Based on the proposed sunshade designs, the orders of magnitude for the mass 

transport in the respective phases can be estimated (Table 3).  

In dependence of the different orders of magnitude of required resources as well as the 

selected transfers, the derived requirements for the logistics result, enabling different 

transfer technologies for the respective phase. 
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Phase 1 requires a low logistical effort, as the main focus is on the development of the 

relevant technologies. The transported masses include technological demonstrators, 

which are estimated to have a total mass of less than 50 t. Thus, the transportation using 

conventional rockets is sufficient. The considered transfers include the first technological 

component tests in a Sun-synchronous orbit (SSO), the first demonstrators for the  

material extraction and processing facilities on the lunar surface, as well as the final 

Earth-built sunshade demonstrator, which will be sent to SEL1.  

In phase 2, the transport mass increases significantly due to the construction process 

of the lunar coilgun (LC) system as well as the facilities for ISRU, construction facilities, 

and energy infrastructure to a maximum of 100 kt. The main transfer is between Earth 

and the lunar south pole region where the lunar base is constructed. Another minor mass 

contribution occurs from resources sent from Earth to EML2 to establish the EML2 cargo 

hub infrastructure in parallel with the lunar coilgun construction process. The largest 

mass fraction is covered by the launch of the first cargo blocks to the EML2 cargo hub. 

Thus, the lunar coilgun is the key transfer technology in the second phase.  

Phase 3 is the most substantial phase with an estimated mass in the order of 500 Mt, 

as the bootstrapping process of sunshade production at SEL1 is scheduled. To initialize 

the bootstrapping process, the preliminary production equipment and energy infrastruc-

ture must be transported from Earth to SEL1. In addition, sophisticated Earth-based 

components for the sunshade must also be provided. However, the largest mass fraction, 

the raw material mass, is transported to EML2 by the coilgun and bundled at the cargo 

Characteristics Phase 1 Phase 2  Phase 3 Phase 4 

Estimated payload range ~ 50 t ~ 100 kt ~ 500 Mt ~ 1kt 

Transfers 
E 
E 
E 

- 
- 
- 

SSO 
LS 
SEL1 

E 
E 
LS 

- 
- 
- 

LS 
EML2 
EML2 

E 
LS 
EML2 

- 
- 
- 

SEL1 
EML2 
SEL1 

LS 
E 
EML2 

- 
- 
- 

EML2 
SEL1 
SEL1 

Technologies RR LC, RR LC, SS/LBS, RR (LC, SS/LBS, RR) 

In-space refueling not planned planned not planned planned 
 

 Table 3: Characteristics of transfers in the different phases. Transfer locations are differentiated between Earth 

(E), Sun-synchronous orbit (SSO), lunar surface (LS), Sun-Earth Lagrange Point 1 (SEL1), Earth-Moon La-

grange Point 2 (EML2). The transfer technologies are differentiated between reusable rockets (RR), lunar 
coilgun (LC) and solar sailing (SS)/laser-based sailing (LBS). 
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hub. Further, an energy-efficient transfer from the cargo hub to the SEL1 is performed 

utilizing low-thrust propulsion technologies. Solar sail-based propulsion concepts as well 

as laser-beam sailing are promising propellant-less transfer technologies to establish a 

continuous just-in-sequence process at SEL1.  

In Phase 4, the required mass transfer will be reduced significantly once the necessary 

raw material mass has been transported to SEL1. However, a continuous supply of lunar 

and terrestrial resources in the order of 1 kt will remain in order to perform service and 

maintenance as well as to provide backup sunshades in case of potential failures. For the 

mass transportation, the already established logistical network in the Sun-Earth-Moon 

system will be used. 

In the following chapter, the characteristics of the different logistical phases will be 

examined in terms of the required trajectories.  
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4 IPSS Trajectory Design 

The following chapter gives an overview of the planned trajectories (Figure 12)  

focusing on the transfer between Earth and EML2 using various tools to analyze possible 

orbits. Finally, an overview of transfer trajectories with respect to ∆𝑉𝑉 -demand is pre-

sented. 

4.1 Earth-based Trajectories 

Based on the current launcher technology (Chapter 5.1) as well as the upcoming future 

international developments, there are various possibilities for the transfer of the Earth-

built demonstrator as well as the demonstrator technologies into Earth orbit, to the lunar 

surface, and to SEL1. 

Technology proof in the first phase is the essential foundation for the success of the 

IPSS system, which is why a fast-progressing development is crucial. The verification of 

necessary ISRU as well as ISM processes under space conditions can be conducted, for 

example, already on Earth in simulated lunar testbeds [73] or in combination with al-

ready planned missions such as the On-orbit Servicing, Assembly, and Manufacturing 

(OSAM) satellites [74], to demonstrate robotic manufacturing and assembly in space. 

 

 Figure 12: Overview of transfer trajectories.  
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The transfer trajectories in the first phase 

do not pose a challenge to the current state 

of the art. The use of the AOCS of the IPSS 

system can be tested in a polar SSO  

(Figure 13) in order to provide a constant 

orientation to the Sun, as it is the case at 

SEL1. Due to the low masses of the demon-

strators, an international distribution and 

coordinated development is possible by 

combining international launcher capabili-

ties (Chapter 5.1) in order to identify fast and efficient solutions.  

With regard to the lunar missions, the diverse experience of lunar exploration missions 

can be utilized, and by taking advantage of synergy effects with planned missions Pack-

age for Resource Observation and in-Situ Prospecting for Exploration, Commercial  

Exploitation and Transportation (PROSPECT) of the European Space Agency (ESA) 

[76], the methods developed in the testbeds can be verified.  

For the transfer trajectory of the first sunshade demonstrator, the already designed 

transfer trajectories of missions like SOHO (Figure 14), ACE and WIND can be used to 

investigate the possible orbits with respect to their suitability for a purely solar sail based 

AOCS (Figure 15).  

 

 Figure 13: Trajectory of polar SSO [75].  

 

 Figure 14: Overview of SOHO transfer trajectory and halo orbit [19].  
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The choice of the final orbit around SEL1 has to be adapted with respect to stability 

and the balance between required and feasible ∆𝑉𝑉 -demand with solar sails. Due to the 

complexity of the transfer trajectories into a stable orbit around SEL1, a more detailed 

design of the trajectory is planned for the future with the extended optimization tool of 

Astos Solutions [77]. 
 

 Figure 15: Overview of ACE, SOHO, WIND Lagrange point orbits. (a) View of motion in x-y-plane. 
(b) View of motion in y-z-plane [20].  
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4.2 Moon-based Trajectories 

The first phase will focus on the transfer of the production facilities and required 

materials to deploy a production demonstrator around EML2. Based on the launcher 

evaluation (Chapter 5.1.2) the reusable rockets Falcon Heavy and Starship are able to 

provide about 21.5 t (Appendix C) and up to 100 t payload for a Trans Lunar Injection 

(TLI), including multiple refueling operations in orbit for Starship to deliver the maxi-

mum payload to the lunar surface [78; 79]. Based on their high complexity and the limited 

possibilities to produce the complete launchers on the Moon, the reusability by refueling 

with lunar propellant will enable the first logistics to EML2. In the second stage, high 

logistical efforts will be expended to construct a launch technology for high masses at 

the lunar south pole - the massdriver. The construction of the massdriver, based on the 

concept of a coilgun, will enable the transfer of raw materials to EML2 serving as a 

transfer hub for material transportation to SEL1 after the demonstrator phase at EML2. 

The logistical effort in the lunar phase is a decisive showstopper due to the transport 

of the components from Earth and high masses of raw materials from the lunar base to 

EML2. Thus, in the following, the focus is on the development of a cargo hub at EML2 

by providing an efficient supply of resources. The energy-efficient transport of the raw 

material blocks from the lunar surface is performed by the lunar coilgun. The low-thrust 

transfer has to be investigated in future works. However, an efficient supply of the cargo 

hub with terrestrial components is mandatory in order to avoid inhibiting the bootstrap-

ping process at SEL1. Thus, the Earth-based trajectories to EML2 as well as the com-

munication windows with the lunar base at the south pole are highlighted in the follow-

ing. 

In order to deliver the maximum payload to EML2 using refueling, the payload will 

be transferred from LEO via a Geostationary Transfer Orbit (GTO) utilizing a manifold 

transfer to EML2. In order to utilize EML2 as a hub, the transfers from a geostationary 

orbit (GEO) to different halo orbits around EML2 were further analyzed. For this pur-

pose, an optimization tool [77], provided by Astos Solutions, was used to design the 

transfer optimized in terms of time of flight (TOF) or ΔV as required. The tool allows 

to calculate a Pareto front for direct and manifold transfers based on the initial state of 

the parking and destination orbits. The Mixed Integer Distributed Ant Colony Optimi-

zation (MIDACO) global search optimizer [80] enables optimal solutions in a user defined 
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range, whereby the range of two to sixty days is selected for the optimization tool. The 

initial state can be defined by coordinates, Keplerian elements or predicted parameters, 

as it is necessary for Lyapunov orbits and halo orbits. The current version of the tool 

does not yet allow reliable results starting from a LEO or a GTO, but future enhance-

ments will enable such simulations. The selected orbits were evaluated in terms of  

stability and visibility to the lunar south pole region in the latitudinal range of -89.5 to  

-90° to allow communication to the lunar base in the Shackleton crater area during 

electromagnetic launches, as well as to keep the stabilization effort low.  

In the literature, halo orbits are classified based on different design parameters (Chap-

ter 2.1.3). In this context, 𝐴𝐴𝑧𝑧, the maximum out-of-plane amplitude in the +z direction 

of the considered halo orbit, is often used as a reference parameter. The first selected 

halo orbit has a low 𝐴𝐴𝑧𝑧 of 5000 km, since a minimum 𝐴𝐴𝑧𝑧 of 3100 km should be provided 

for communication with Earth [81]. In addition, reference sources are available for 𝐴𝐴𝑧𝑧 of 

5000 km to allow a more profound evaluation of the preliminary results [17; 35]. Another 

selection criteria is the low ΔV-demand for planar halo orbits with low 𝐴𝐴𝑧𝑧 [29]. Based 

on the first simulation results (Figure 16), two scenarios are considered for further design.  

For manned missions, time-efficient transfer with a TOF of 5.5 days and a ΔV-demand 

of 2.7 km
s  is used for calculations. For cargo transport, an energy-efficient transfer with a 

TOF of 45 days and a ΔV-demand of 1.5 km
s  is proposed. 

 

 Figure 16: Pareto front for transfer from GEO to halo orbit around EML2.  
Scenario 1a: TOF of 5.5 days and ΔV-demand of 2.7 km

s . Scenario 1b: TOF of 45 days 
and ΔV-demand of 1.5 km

s .  
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The verification with literature indicates that the ΔV-demand of the long-term trans-

fer is around the expected value of 1.47 km
s  [82]. Table 4 lists the simulation parameters 

and Figure 17 and Figure 18 illustrate the calculated trajectories for the short-term  

(Figure 17) and long-term transfer (Figure 18).  

 

 

EML-2 Orbit: HO with constant Az = 5,000 km 

Orbit Type Planar Halo Orbit Az,norm = 0.015527 
Family Southern 
X 1.18067 Vx 0.00000 
Y 0.00000 Vy -0.15717 
Z -0.01515 Vz 0.00000 
Period 14.91 days   
Rperiapsis 50788 km  

 

Stability index 595.670     
 

 Table 4: Initial state parameters of halo orbit with constant Az = 5000 km.  

 
 

 Figure 17: Short-term transfer trajectory (blue line) from GEO to halo orbit around EML2 (Scenario 1a).  
(a) Angular view on parking orbit (t = 0.0 s). (b) Planar view on parking orbit (t = 0.0 s). (c) Angular view 
on destination orbit (t = 941,900.0 s). (d) Planar view on destination orbit (t = 941,900.0 s). 
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Furthermore, the communication window to the lunar south pole area was analyzed 

with the Lunar Surface Mission Analysis Tool (LSMAT) [83] over the period of 28 days 

to identify the contact capabilities to the Shackleton crater. Based on a discrete lunar 

terrain model derived from the data of the Lunar Reconnaissance Orbiter and the time-

resolved trajectory data, LSMAT calculates the average visibility of spots in the lunar 

south pole region in the latitude range of -89.5 to -90°. The results indicate a maximum 

average coverage of only 44.55% over the simulation period based on the planar shape of 

the halo orbit. The analysis of the visibility data in the area of the Shackleton crater 

points out that there is only one potentially detectable spot with a visibility of more than 

40% (Figure 19), whereby the majority of the crater is below a coverage of 20%.  

 
 

 Figure 18: Long-term transfer trajectory (blue line) from GEO to halo orbit around EML2 (Scenario 1b).  
(a) Angular view on parking orbit (t = 0.0 s). (b) Planar view on parking orbit (t = 0.0 s). (c) Angular view 
on destination orbit (t = 2,568,700.0 s). (d) Planar view on destination orbit (t = 2,568,700.0 s). 
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Due to the insufficient suitability of the halo orbit, the closest NRHO was included 

for further consideration. The closest NRHO, whose parameters can be found in  

Table 5, was also calculated using the optimization tool provided by Astos Solutions.  

 

 

 
 

 Figure 19: Communication coverage analysis for a halo orbit with Az = 5000 km (calculated data based on 
LSMAT in the latitude range of -89.5 to -90°). Average coverage around the Shackleton crater area (grey 
dot line) differentiated between coverage above 40% (green star), 30 to 40% (green diamond), 20 to 30% 
(yellow cross), below 20% (red dot). 

 

EML-2 Orbit: Closest NRHO 

Orbit Type Near-Rectilinear Halo Orbit (NRHO) 
Family Southern 
X 1.05940 Vx 0.00000 
Y 0.00000 Vy -0.17131 
Z -0.19933 Vz 0.00000 
Period 8.87 days   
Rperiapsis 11000 km  

 

Stability index 1.464     
 

 Table 5: Initial state parameters of closest NRHO.  
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A subsequent analysis of the stability as well as the perilune distance exhibits a  

significant improvement in stability to a stability index of 1.46 and a perilune distance 

of 11,000 km. The Pareto front of the ΔV-demand over the TOF reveals that a short-

term transfer with TOF = 5.5 days is feasible with a ΔV-demand of 2.68 km
s  (Figure 20).  

The Pareto front does not represent a solution for TOF = 45 days, but this is related 

to the current development status of the optimization tool. The long-term transfers in 

the range of TOF = 60 days provide similar value ranges with a ΔV-demand of 1.4 km
s . 

The calculated trajectories for the short-term transfer (Scenario 2a) and the long-term 

transfer (Scenario 2b) are illustrated in Figure 21 and Figure 22.  

 

 

 Figure 20: Pareto front for transfer from GEO to closest NRHO around EML2.  
Scenario 2a: TOF of 5.5 days and ΔV-demand of 2.68 km

s . Scenario 2b: TOF of 59.5 days 
and ΔV-demand of 1.4 km

s . 

 



4 IPSS Trajectory Design 33 

 

  

 

 

 
 

 Figure 21: Short-term transfer trajectory (blue line) from GEO to NRHO around EML2 (Scenario 2a).  
(a) Angular view on parking orbit (t = 0.0 s). (b) Planar view on parking orbit (t = 0.0 s). (c) Angular view 
on destination orbit (t = 1,357,360.0 s). (d) Planar view on destination orbit (t = 1,357,360.0 s). 

 

 
 

 Figure 22: Long-term transfer trajectory (blue line) from GEO to NRHO around EML2 (Scenario 2b).  
(a) Angular view on parking orbit (t = 0.0 s). (b) Planar view on parking orbit (t = 0.0 s). (c) Angular view 
on destination orbit (t = 2,075,466.4 s). (d) Planar view on destination orbit (t = 2,075,466.4 s). 
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The simulative mapping of the communication coverage with the lunar south pole 

area also reflects a significant improvement to a maximum coverage of up to 92%. The 

increased coverage is also evident in the area of the Shackleton crater. The area coverage 

exceeds 85% in the target region (Figure 23). The comparison of the visibility of the 

planar halo orbit with the closest NRHO again highlights the suitability of the NRHO 

as a parking orbit for the raw material cargo hub. With a period of 8.87 days and a 

perilune distance of 11,000 km, it provides promising access to the lunar surface.  

 

For further evaluation of the selected NRHO, the 9:2 resonance orbit, used as Lunar 

Gateway orbit, and the 4:1 resonance orbit, which was also considered for the Lunar 

Gateway [84], were simulated. The initial state parameters can be obtained from  

Table 6 and Table 7.  

 

 

 

 

 

 Figure 23: Comparison of communication coverage for a halo orbit with Az = 5000 km and its closest NRHO 
(calculated data based on LSMAT in the latitude range of -89.5 to -90°). Average coverage around the 
Shackleton crater area (grey dot line) differentiated between coverage above 80% (green star), 60 to 80% 
(green diamond), 40 to 60% (yellow cross), below 40% (red dot). 
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The comparison of the stability index reveals that the selected NRHO has a slightly 

higher stability index than the Lunar Gateway orbit. In addition, the NRHO has a higher 

perilune distance as well as a longer period, resulting in a reduction of the access to lunar 

surface. 

Compared to the 4:1 resonance orbit, however, the selected NRHO shows higher  

stability, while the perilune distance is approximately doubled. The period of the 4:1 

resonance orbit is slightly smaller, whereby it is not of great significance.  Therefore, the 

selected NRHO offers a reliable solution with respect to its stability, whereby compara-

tively only a small ΔV-demand for stabilization can be expected. Despite a limited Pareto 

front, the optimization tool indicates that a lower ΔV-demand can be expected for the 

two reference orbits (Figure 24, Figure 25), but the current simulation does not provide 

a solid statement. The comparison of the communication coverage simulation indicates 

that the Lunar Gateway orbit provides the highest coverage with an overall visibility of 

more than 90%. However, it also is evident that the selected NRHO provides sufficient 

spots in the area of the Shackleton crater with similarly high coverage, ensuring a  

sufficient communication. Compared to the 4:1 resonance orbit, however, the selected 

NRHO shows a higher stability, whereas the perilune distance is about twice as large. 

The period of the 4:1 resonance orbit is slightly smaller, whereby it is not of great  

significance.  

EML-2 Orbit: 9:2 Resonance Orbit  
(Lunar Gateway Orbit) 

Orbit Type NRHO 
Family Southern 
X 1.02133 Vx 0.00000 
Y 0.00000 Vy -0.10174 
Z -0.18161 Vz 0.00000 
Period 6.56 days  
Rperiapsis 3300 km  

Stability index 1.304     

 

EML-2 Orbit: 4:1 Resonance Orbit  

Orbit Type NRHO 
Family Southern 
X 1.03544 Vx 0.00000 
Y 0.00000 Vy -0.13070 
Z -0.19003 Vz 0.00000 
Period 7.38 days  
Rperiapsis 5600 km  

Stability index 1.615     
 

 Table 6: Initial state parameters of 9:2  
Resonance Orbit (Lunar Gateway Orbit). 

  Table 7: Initial state parameters of 4:1  
Resonance Orbit. 
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The comparison of the communication coverage simulation indicates that the Lunar 

Gateway orbit provides the highest coverage with an overall visibility of more than 90%. 

However, it is evident that the selected NRHO provides sufficient spots in the Shackleton 

craters with similarly high coverage, ensuring a sufficient communication (Figure 26). 

The comparison between the 4:1 resonance orbit and the selected NRHO suggests poten-

tials but confirms the adequate coverage for the intended objectives (Figure 26).   

 
 

 
 

Figure 24: Pareto front for transfer from GEO to 9:2 
resonance orbit (Lunar Gateway orbit). Scenario R1a: 
TOF of 6.5 days and ΔV-demand of 2.5 km

s . Scenario 
R1b: TOF of 58.5 days and ΔV-demand of 1.23 km

s . 

 Figure 25: Pareto front for transfer from GEO to 4:1 
resonance orbit. Scenario R2a: TOF of 5.5 days and 
ΔV-demand of 2.41 km

s . Scenario R2b: TOF of 59.5 
days and ΔV-demand of 1.48 km

s . 
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Consequently, based on the initial simulation results in terms of ΔV-demand, stability, 

period, as well as coverage of the lunar south pole region, it can be concluded that the 

closest NRHO offers better initial conditions than the planar halo orbit for a cargo hub 

at EML2, especially in terms of coverage as well as stability. The selection of a NRHO 

with a larger perilune distance facilitates the avoidance of interference with the Lunar 

Gateway orbit. Due to the high payload rate of the coilgun (Chapter 5.2.3) and the 

 

 Figure 26: Comparison of communication coverage for the selected NRHO (a) with 9:2 resonance orbit  
(b) and 4:1 resonance orbit (c) (calculated data based on LSMAT in the latitude range of -89.5 to -90°). 
Average coverage around the Shackleton crater area (grey dot line) differentiated between coverage above 
90% (green star), 85 to 90% (green diamond), 80 to 85% (yellow cross), below 80% (red dot). 
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associated amount of cargo blocks in orbit, the potential collision risk can be reduced. 

However, a more detailed analysis between the lunar surface-based trajectories to EML2 

and the Lunar Gateway orbit has to be performed.  

In conclusion, first simulations for the transfer trajectories between GEO and EML2 

were performed based on a suitable NRHO. Furthermore, the selected NRHO was  

evaluated with respect to its sufficient communication coverage. The optimization tool 

currently includes direct and manifold transfers, whereas an extension to a targeted  

optimization with Lunar Flyby (LFB) maneuvers is intended to achieve a further reduc-

tion of the ΔV-demand.  

4.3 Lunar Orbit-based Trajectory 

Once the high masses have been successfully transferred to EML2, the focus will be 

on further transport to SEL1. Due to the low ΔV-demand for the transfer between EML2 

and SEL1 (chapter 4.4), a low-thrust transfer of the bundled cargo packages by space 

tugs based on solar sails or laser-beam sails is proposed. An energy-efficient transfer 

starting from EML2 to SEL1 has to be designed, but this is not randomly feasible due 

to the limited transfer possibilities from the Earth-Moon system to the Sun-Earth system 

Figure 27.  

Simplified models for impulsive maneuvers indicate that a maneuver-free transfer  

between the two systems is partly possible [85], but only limited parameter combinations 

 

 Figure 27: Possible Transfers between EML2 and SEL1 / SEL2. Unstable manifold trajectories in red, stable 
manifold trajectories in blue. Arrows indicate the direction of flow [85]. 
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are allowed. Due to the complexity of the trajectories, larger deviations can occur after 

converting the trajectory from the simple to the high-fidelity model [85]. The use of low-

thrust propulsion systems increases the complexity of the overall system, therefore iter-

ative approaches considering the relevant boundary systems are investigated [86]. In 

combination with a guided optimization, the effects of a low-thrust propulsion system 

near Lagrange points can be simulated to detect exit strategies. Within the framework 

of the optimization tool of Astos Solutions [77], an extension for the calculation of transfer 

possibilities between two systems is currently in progress and will be designed in future 

studies.  

4.4 ΔV-Mapping 

The required ΔV-demand for the defined trajectories for the different phases is shown 

in Figure 28. The required ΔV-demand depends on the transfer method used as well as 

the intended TOF, thus direct transfers, as already shown in chapter 4.2, have signifi-

cantly higher ΔV-demands than indirect transfers with a higher TOF. For the trajectory 

designed in chapter 4.2 four different transfer methods are feasible. 

The shortest transfer possibilities in the Earth-Moon system are direct transfers (DT) 

with a ΔV of about 4000 m
s   and a TOF between 3 and 15 days [29]. These classical 

ballistic transfers require one maneuver to leave LEO and one maneuver to enter the 

halo orbit. 

A reduction of the ΔV-demand can be achieved by an indirect transfer using the 

EML2 stable manifold. An optimal point for the entry into the manifold is identified, 

guiding the spacecraft into the corresponding halo orbit. The TOF varies in dependence 

of the entry point, allowing an optimization of the manifold transfer with respect to TOF 

or ΔV [14]. The manifold transfer is also an impulse transfer requiring a boost to leave 

LEO and another one to enter the manifold at the entrance point. Optimizations have 

shown that a minimum ΔV-demand of 3200 to 3300 ms  can be achieved, while increasing 

the TOF to 50 to 150 days. In addition, optimizers have been developed to provide low 

energy solutions in the range of 3200 ms  depending on the TOF [28]. 

An extension of the manifold transfer uses a LFB, where the entrance point is chosen 

close to the Moon and is therefore no longer freely optimizable. The slingshot effect at 
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the entry into the manifold is used to optimize the altitude of the lunar LFB and the 

relative angle to the Moon. As a result, the ΔV-demand can be reduced to 3300 to  

3400 ms , and significantly shorter TOF of 10 to 25 days can be achieved [15; 17; 35]. 

The last possibility is the use of weak stability boundaries (WSB), utilizing a two 

patched three-body problem to include the influence of the Sun. The stable manifolds of 

the Sun-Earth system are closer to Earth than the unstable manifolds of the Earth-Moon 

system, therefore the trajectory properties near the Sun-Earth manifold [18] are exploited 

to leave LEO with a reduced effort and enter a stable Earth-Moon manifold. The WSB 

strategy requires the longest TOF between 80 and 120 days but provides the lowest  

ΔV-demand between 3100 and 3200 ms .  

Based on the ΔV-mapping for the complete mission scenario, the designed trajectories 

can be optimized in further studies with respect to ΔV as well as TOF.  

 

 

  

 

 Figure 28: ΔV-mapping for transfer trajectories of the complete mission scenario with required ΔV in km
s .  
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5 IPSS Launch System 

A key contribution to an efficient IPSS system deployment process is the launch tech-

nology to deliver the hundreds of megatons of material in addition to the infrastructure 

facilities to the Moon, EML2, and SEL1. Compared to the previous achievements of 

mankind in the last two decades to establish an international space station with a current 

total mass of 420 t, the high mass requirement forms an enormous challenge. To cope 

with this challenging task, it is necessary to combine current chemical-conventional 

launcher with propellant-less, mass-efficient launch technologies. The following chapter 

presents a composition of selected launch technologies, which are designed for the logis-

tical transport of the high masses within the scope of this work. 

5.1 Heavy Launcher 

Chemical launchers are the only way to launch high masses from the Earth's surface 

into orbit, since electric propulsion systems do not allow direct utilization from the 

Earth's surface due to their low thrust [87]. Nowadays, a variety of different launchers 

are available, which are optimized for different mission scenarios with regard to their 

payload potential and performance. As a result, a variety of chemical heavy launchers 

were analyzed regarding the key performance parameters in order to consider not only a 

simple cost-based approach, but also to create opportunities for international  

collaboration. 

5.1.1 Launcher Requirements 

Due to the differing transport masses and target orbits, based on the respective phase, 

the accessible orbits, the maximum payload, and the specific launch costs have a decisive 

impact. In addition, the reusability and refueling capability in orbit as well as on the 

lunar surface will be examined in order to enable a roundtrip transfer to the targeted 

location. Based on the roadmap and the defined trajectories, described in chapter 3 and 

chapter 4, the derived requirements (Table 3) for the launchers for the different phases 

are outlined in the following. 
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In the first phase, in which the first technology demonstrators are placed in Earth 

orbit, the processing procedures on the lunar surface are demonstrated, and the first 

Earth-built sunshade is finally transported to SEL1, high payload transfers are not  

required. Consequently, in the first phase in-space refueling does not become a decisive 

factor. However, in the second phase, high masses have to be transported to build up the 

lunar infrastructure at the lunar south pole as well as the demonstrators of the production 

facilities in lunar orbit. In order to transport the necessary materials and equipment from 

Earth and to enable the transfer from the lunar surface to EML2, launchers with in-

space refueling capabilities will be of major importance. Thus, these enable a logistical 

exchange between the lunar south pole and EML2 utilizing lunar water resources. In the 

third phase, the high masses of raw material for the construction of the sunshades are 

delivered by the coilgun. Nevertheless, Earth-based components as well as components 

of the final production facilities still have to be transported to EML2 by chemical rockets 

and from there to SEL1 by space tugs. In Phase 3, chemical rockets have a secondary 

role, providing only a backup solution in the case of coilgun failures. In the final phase, 

chemical rockets must have the ability to supply the production site at SEL1 with Earth-

based components.  
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5.1.2 Launcher Evaluation 

Based on the defined launcher requirements (chapter 5.1.1), current and future heavy 

launchers were examined with regard to their suitability. In the selection process, emerg-

ing space nations such as China and India were also considered in order to demonstrate 

the possibilities for international cooperation (Table 8). The development of new heavy 

launchers is additionally powered by the international new race to the Moon [88] as well 

as to Mars [89], resulting in a variety of heavy launchers on the schedule for this decade. 

 

Launcher Manufacturer Nation 
(National Space Agency) 

Release 

Ariane 5  Ariane Group Europe (ESA) 1996 
Delta IV Heavy United Launch Alliance USA (NASA) 2002 
Atlas V United Launch Alliance USA (NASA) 2002 
Falcon 9  SpaceX USA (NASA) 2010 
Long March 5  CALT China (CNSA) 2016 
Falcon Heavy  SpaceX USA (NASA) 2018 
Starship SpaceX USA (NASA) 2021 
Space Launch System Boeing USA (NASA) 2021 
H3 Mitsubishi Japan (JAXA) 2021 
Ariane 6  Ariane Group Europe (ESA) 2022 
New Glenn  Blue Origin USA (NASA) 2022 
ULA SHLV ISRO India (ISRO) 2022 
Vulcan Centaur Heavy United Launch Alliance USA (NASA) 2023 
Yenisei RSC Energia  Russia (Roscosmos) 2028 
Long March 9  CALT China (CNSA) 2030 
H3 Heavy Mitsubishi Japan (JAXA) 2030 

Based on the current state of the art, the Falcon Heavy as well as the Starship offer 

the best options for mass transportation from Earth. For the first demonstrator phase in 

the upcoming decade, the Falcon Heavy offers sufficient capacity to place the first sail 

demonstrators in Earth orbit due to its already successful operation and with a maximum 

payload of 63.8 t in LEO. Following a not purely cost-based approach, other international 

launchers, such as Ariane 6, Long March 5, and ULA SHLV could also be used to 

transport the first demonstrator sails in order to promote international cooperation. In 

order to transport the Earth-built demonstrator to SEL1, the Falcon Heavy provides 

sufficient capacity with 16.8 t of payload. 

Table 8: Overview of International Launcher ordered by release year. 
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For the purpose of revealing the feasibility of production demonstrators at EML2, a 

high transfer capacity should be provided. The most promising rocket to transfer high 

masses to EML2 is SpaceX's Starship. With the successfully completed high-altitude 

flight test of Starship SN10, SpaceX is getting closer to the ability to lift-up higher masses 

at lower specific payload costs than with the Falcon Heavy [90]. The future goal to 

stabilize descending rocket by the flip maneuver without a necessary launchpad will also 

enable Starship the possibilities to land on the Moon, Mars, and beyond. Currently, due 

to its low specific payload cost (Appendix B), Starship offers the most favorable oppor-

tunities to supply not only the demonstrator facility at EML2 but also the final produc-

tion facility at SEL1 with complex parts and electronic components from Earth which 

cannot be produced from lunar regolith. The low targeted cost for a Starship launch of 

only $28 million combined with the possibility of fully refueling in orbit with five  

additional Starships [78], lowers the specific payload cost to 1400 $
kg. Thus, with its high 

payload of 100 t and low specific payload cost, the Starship significantly undercuts all 

competing launchers.  
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5.2 Mass Driver 

The following chapter firstly describes the two basic concepts for a mass driver and 

their different advantages as well as disadvantages. Based on the local conditions on the 

Moon and the latest advances in the field of superconducting materials, a coilgun concept 

was selected, which is discussed in more detail in the following chapter with regard to its 

design and performance. In order to design a concept capable of being implemented as 

far as possible, the design of the lunar coilgun was derived from terrestrial coilgun pro-

jects. 

5.2.1 Massdriver Concepts 

The basic idea of a mass driver to transport high masses in the solar system instead 

of the multitude of rockets was already discussed in the works of O'Neill [91]. Subse-

quently, electromagnetic launcher technology has been examined for terrestrial [92–94] 

and lunar applications [95; 96] as well as in orbit [97].   

In principle, a massdriver uses electromagnetic acceleration to transport payloads. The 

conceptual design can be distinguished between a railgun and a coilgun.  

The concept of a Lorentz Rail Accelerator (LRA) or railgun is based on the utilization 

of the Lorentz force on an armature in a strong magnetic field induced by high currents. 

The two rails are connected by the armature, allowing the strong current to pass through 

the armature inducing the Lorentz force in rail direction (Figure 29).  

 

The resulting Lorentz force is proportional to the current I, the connecting length of 

the armature l, and the magnetic flux density B. Due to its simple design as well as 

launch performance capabilities, it has been highly considered not only for military  

applications [99; 100] but also for lunar transportation [97]. Despite the simplicity of the 

design and the ease of detecting defects, wear due to friction between the rails and the 

Figure 29: Functional principle of a railgun [98]. 
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armature requires constant maintenance. In addition, heat generation due to the contact-

based guidance increases with heavy loads, high voltage and reduces the number of 

launch cycles [97]. 

Coilguns are also known as Gauss rifle, referring to the German mathematician and 

physicist Carl Friedrich Gauß, who, however, was only concerned with the fundamentals 

of magnetism. In contrast to railguns, coilguns currently have a lower Technology Read-

iness Level (TRL) due to their complexity. However, their functional principle enables a 

significant reduction in the primary weakness of a railgun regarding structural wear. 

Therefore, coilguns were already investigated as promising transport technologies in ini-

tial research of the National Aeronautics and Space Administration (NASA) on space 

resources and future space settlements [101; 102]. The functional principle is based on 

the electromagnetic interaction between the payload, called bucket, and a strong mag-

netic field induced by coils through which a high current passes (Figure 30).  

 

Furthermore, the coilgun can be designed based on reluctance or inductance. The 

primary utilizes the interaction between the high-current coils and the bucket made of 

ferromagnetic material or alternatively magnetized by permanent magnets to induce the 

acceleration force [103–105]. The latter design also enables non-ferromagnetic payloads 

by wrapping an additional coil around the payload, which induces the driving force due 

to the interaction with the outer coils [101; 102; 106].  

Due to the high masses and associated high launch frequency, this thesis focuses on 

the coilgun concept to reduce high maintenance requirements. In addition, an inductance 

coilgun is considered for the application, as it enables high velocities to bring the payload 

into orbit and also avoids the need for heavy ferromagnetic materials, which additionally 

suffer from magnetic saturation problems in high magnetic fields [107].  

Figure 30: Functional principle of a coilgun [98]. 
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5.2.2 System Requirements 

The following system requirements were defined for the design of the system architec-

ture (Table 9). Based on the estimated mass of the sunshade constellation, the coilgun 

must be able to launch a total mass of 74 to 286 Mt of processed raw material in a time 

frame of twenty years [13]. 

Consequently, the right balance in terms of transport mass per launch and launch 

frequency must be identified in the design of the massdriver. Due to the uncertain lunar 

terrain, a compact design should be targeted, allowing at the same time a low-wear 

operation. Based on the lunar environmental conditions, a suitable location with constant 

temperatures should be targeted. The coilgun should be able to accelerate the payloads 

to a launch velocity of 2.6 km
s , ensuring sufficient velocity to reach EML2 [108], taking 

tolerance deviations into account. Apart from the coilgun itself, sufficient power supply 

must be feasible to enable the infrastructure to provide efficient energy storage and sub-

sequent local energy conversion to generate the high magnetic field variations.  

5.2.3 System Architecture 

Based on the defined system requirements, the system architecture of the coilgun 

concept was derived, which is schematically illustrated in Figure 31.  

Design Parameter System Requirements 
Launch mass (mpayload,total) 73.74 to 286 Mt (timeframe of 20 years) [13] 

Launch mass rate (LMR) 420.6 to 1631.3 t
h 

Launch velocity (v) 2.6 km
s  

Environment location with low temperature, low temperature 
gradient and constant illumination 

Energy sufficient energy supply and efficient energy storage 
Communication high visibility of EML2 

Maintenance low structural abrasion 
 

 Table 9: System requirements for a lunar coilgun architecture.  
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In the conceptual design a mass estimation for the structural segments of the coilgun, 

the infrastructure segments of the power supply, as well as for the construction machinery 

was conducted. Additionally, for the purpose of improving energy consumption and TRL, 

energy storage and the driving coils shall be designed using superconducting material 

[109; 110]. The power supply requirements as well as the usability of superconducting 

materials result in constraints with regard to the location of the coilgun. In addition, the 

lunar polar regions are in focus for a lunar base concerning the raw material deposits, 

especially water. The results of Lunar Orbiter Laser Altimeter (LOLA) have shown that 

most of the water can be found in the polar craters [111], thus it can be used as a fuel 

source for the production of hydrogen and oxygen by electrolysis. Based on these findings, 

the Shackleton crater at the lunar south pole was chosen for further conceptual design 

(Figure 32). Due to its large diameter of 20 km, the crater is sufficient for the positioning 

of the coilgun. The location of the crater directly at the pole contributes to the coilgun 

design.  

 

 

 Figure 31: Schematic block diagram of coilgun design. Coilgun design divided into energy and launch infra-
structure, energy infrastructure segments consisting of power generation, power supply, and energy storage, 
launch infrastructure segments consisting of combined units of support segments and accelerator segments.  
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Compared to equatorial regions, the area around the Shackleton crater is almost  

continuously in sunlight [113], which can be used to generate energy using solar arrays 

fabricated from lunar material [114]. At the same time temperatures are not as high as 

at the equator, where the temperature can reach 400 K [115]. The low Sun results in 

maximum temperatures around 340 K at the crater slopes [116]. In the crater itself, which 

is not exposed to sunlight throughout the year, maximum temperatures are around 90 K 

[116]. Due to the low temperatures, the application of superconducting materials enables 

a promising technology for effective energy storage as well as for the generation of large 

magnetic fields, or in the case of an inductive coilgun, a rapidly changing magnetic field. 

Thus, the application of superconducting material as well as the location in the crater 

using the crater slopes for energy generation fulfill the defined infrastructure require-

ments. 

Figure 33 demonstrates the system architecture of the coilgun with the functionally 

relevant components.  

 

 Figure 32: Characteristics of the Shackleton Crater. (a) Location of the Shackleton Crater at the lunar south 
pole [112]. (b) Availability of water ice in lunar crater regions [111]. (c) Dimension of the Shackleton Crater 
referring to the Grand Canyon [112].  
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The power supply is provided by solar arrays fabricated out of lunar regolith [114], 

which are positioned on the crater slopes. The power is subsequently transferred by a 

conventional power bus system to an energy storage device located in the crater, which 

is made of superconducting compounds [110], with the advantage of minimizing energy 

loss while taking advantage of the low temperatures inside the crater. The rectilinear 

accelerator can be constructed along the crater slopes, which are not exposed to sunlight, 

by utilizing Rare Earth Barium Copper Oxide (REBCO)-based superconducting mag-

netic coils [110] to accelerate the payload. A variation of the accelerator shape can offer 

optimization potential with regard to different aspects, which is shortly discussed in 

chapter 5.2.6. Local supercapacitors are used to realize high-frequency discharge pulses 

to generate rapidly alternating magnetic fields. After the payload or projectile is  

accelerated to the required velocity, the directing tubes are used to launch the raw  

material cargo into orbit.  

Apart from the launch infrastructure on the Moon, a logistical system in the intended 

EML2 orbit is required to capture the arriving cargo blocks and to assemble them at the 

cargo hub. In order to support the interception system and provide orbit correction, the 

 

 Figure 33: System architecture of the coilgun with the functionally relevant components.  
Energy storage, drive coils and supercondensators made of superconducting material(s). 
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cargo blocks will be equipped with a small propulsion and communication unit, capable 

of performing local orbit corrections. Based on the required high mass rate, the operation 

of an active interceptor fleet at EML2 is not considered, because the fuel requirements 

and the size of the fleet would demand an extensive logistical effort. Initial estimations 

and a rough design of the control system are presented in the upcoming chapter.  

The positioning of the coilgun at the Shackleton crater offers a suitable baseline for 

future lunar missions [117] such as for the installation of an infrared telescope [118]. In 

addition, the Shackleton crater is in the focus for potential extravehicular activities 

(EVA) at the lunar south pole within the Artemis 2024 program [119]. Thus, the coilgun 

in combination with a radio relay station at the Malapert Mountain [120], which is lo-

cated 120 km from the crater, can provide a solid starting point for a lunar outpost [121]. 

5.2.4 Coilgun Design 

Despite numerous publications related to coilgun designs, estimation of design param-

eters is limited. For this purpose, the design of the lunar coilgun is based on the design 

parameters for a terrestrial application [122]. The coilgun variant of the Electromagnetic 

Mortar (EMM) [123; 124], developed by the US Defense Advanced Research Projects 

Agency (DARPA) provides the baseline for design of the lunar coilgun. The EMM is a 

closed system, which is intended to demonstrate the possibilities for an electromagnetic 

mortar, whereby the ability to achieve high velocities, at a high firing rate as well as 

sufficient accuracy should be demonstrated.  

A closed design generally means that a fixed payload geometry has to be provided. 

Since the coilgun is primarily intended for the transport of raw material blocks, this 

aspect does not constitute an exclusion criterion for the design. Consequently, the diam-

eter of the coilgun and consequently the diameter of the payload is limited by the max-

imum possible dimension of the magnetic field generating superconducting coils.  

In addition, a strong magnetic field variation is essential for the acceleration of high 

masses. Current superconductors are unable to achieve such high field variation [125], 

but efforts are currently in progress within the SPARC project [126] to enable large-scale 

high field high temperature superconductors (HTS) for application in tokamak fusion 

reactors. The Massachusetts Institute of Technology (MIT) and Commonwealth Fusion 

Systems (CFS) are collaborating to enable large-bore, high-field REBCO magnets by 
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2023. Pulsed magnetic fields with a cycle time of 10 seconds (s) are planned as part of 

the SPARC net-energy tokamak project. In addition to HTS coils, HTS cables for high 

current supply are also investigated. Thus, with these promising technologies low energy 

loss and fast energy supply for the coils can be achieved. In the next step, the impact on 

efficiency as well as the suitability for space applications have to be tested. 

 

Derived Design Parameters 

Based on the characteristics of the EMM coilgun version (Table 10), the generalized 

design parameters for the lunar coilgun can be derived (Table 11). The energy E of the 

EMM is calculated from the EMM payload 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝐸𝐸𝐸𝐸𝐸𝐸  and the intended velocity v. 

The force F on the EMM accelerator with the track length L, the resulting acceleration 

a, and the mass per unit length ϑ, characterized by the ratio between the total EMM 

mass M and L are essential parameters. The possible launch mass 𝑚𝑚𝐸𝐸𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸𝐸𝐸2, which is 

transported to the EML2 with the performance of the EMM system, serves as an indica-

tion of the current performance of the EMM system. 

The comparison of the derived design parameters with other terrestrial electromag-

netic launchers such as the Electromagnetic Aircraft Launch System (EMALS) [127] 

indicates that with an increasing payload mass, ϑ also grows [122], as the coilgun struc-

ture is exposed to higher loads. Hence, the lowest possible payload mass per launch favors 

a lightweight coilgun design. However, it should be noted that the high mass demand 

(Table 9) over the defined period of 20 years requires an average mass flow between 421 

to 1632 t per hour (t
h), which is used for further calculations.  

 

 

Characteristics Parameter Value Unit 

Launch mass m 18 [kg] 

Velocity v  430 [m/s] 

Track length L 2.4 [m] 

Total mass M 1,516 [kg] 
 

 Table 10: Characteristics of EMM coilgun version [123; 124].  
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Thus, the minimum payload mass is limited by the required launch rate to ensure the 

mass flow. In addition, the launch rate is limited by the capacity of the interception 

system at EML2, which must be able to manage high arrival rates. 

Electromagnetic launchers offer the possibility of achieving high accelerations, at the 

cost of higher structural loads. Based on the required velocity, Table 12 illustrates the 

dependence between track length and achievable acceleration. For a constant payload, a 

longer track length results in lower loads on the structure, which allows a lower mass per 

unit length. By avoiding a shuttle-based coilgun design, an increase of the track length 

implies a longer acceleration time, but it does not affect the launch rate. 

Due to its properties and lunar availability, aluminum is the main material component 

for the sunshade concept [13]. The launch force of the coilgun is based on the interaction 

between the external pulsed magnetic field generated by the coils and the induced eddy 

currents in the conductive material of the payload. Aluminum, with 37.7x106  s
m, offers 

about 60% of the electrical conductivity of copper, eliminating the need for additional 

conductive encapsulation of the processed raw aluminum for transportation. However, 

Design Parameter  Physical Equation Design Value Unit 

Payload kinetic energy 𝐸𝐸 = 
1
2
 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝐸𝐸𝐸𝐸𝐸𝐸𝑣𝑣2 1.66E+06 [J] 

Force 𝐹𝐹 = 
𝐸𝐸
𝐿𝐿

 6.93E+05 [N] 

Acceleration 𝑎𝑎 =  
𝑣𝑣2

2𝐿𝐿
 3.85E+04 [ms2] 

Launch mass to EML2 𝑚𝑚𝐸𝐸𝐸𝐸𝐸𝐸,𝐸𝐸𝐸𝐸𝐸𝐸2 = 
2𝐸𝐸

𝑣𝑣𝐸𝐸𝐸𝐸𝐸𝐸2
2 4.92E-01 [kg] 

Mass per unit length 𝜗𝜗 = 
𝑀𝑀
𝐿𝐿

 6.32E+02 [kg
m ] 

 

 Table 11: Derived design parameters from EMM characteristics for a coil-
gun based on a launch velocity of 2.6 km

s  to reach EML2.  
 

Acceleration Track length Launch Force Launch time 

a  L = 
v2

2a
 F = mpayloada 𝑡𝑡𝐿𝐿 = 

v
a
 

[g] [ms2] [m] [N] [s] 
10 9.81E+01 3.45E+04 9.81E+03 2.65E+01 
100 9.81E+02 3.45E+03 9.81E+04 2.65E+00 
1000 9.81E+03 3.45E+02 9.81E+05 2.65E-01 
2000 1.96E+04 1.72E+02 1.96E+06 1.33E-01 

 

 Table 12: Track length, launch force, and launch time for defined acceler-
ations regarding a launch velocity of 2.6 km

s  and a payload mass of 100 kg. 
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the influence of contaminants on the interactions during launch should be analyzed in 

more detail in order to define the required quality level for processing and to prevent 

uncontrolled inductions.  

Propulsion and Communication Module 

Small deviations in the launch velocity can result from different influences such as 

vibrations or magnetic field variations. The distance between the center of the Moon and 

EML2 is about 59,844 km (Table 2), resulting in a strongly elliptical transfer trajectory 

with a lunar radius of 1,737.4 km [26]. Due to the high sensitivity of elliptical orbits, 

even small variations in cross-track or along-track velocity can result in a position dis-

placement of several kilometers at EML2 [122]. For orbit correction, a propulsion and 

communication module (PCM) consisting of a microthruster propulsion technology, dig-

ital radio, and patch antennas is intended [122].  

Assuming a specific impulse (Isp) of 200 s, the propellant fraction ( 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝
𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

) can be 

calculated by  

𝑚𝑚𝑝𝑝𝑝𝑝𝑜𝑜𝑝𝑝
𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

=  𝑒𝑒
∆𝑉𝑉𝑐𝑐
𝐼𝐼𝑠𝑠𝑠𝑠𝑔𝑔    (Eq. 4) 

with ∆𝑉𝑉𝑐𝑐, as the maximum velocity correction and g, as Earth gravitational constant of  

9.81 ms2. The EMM coilgun was designed with a velocity deviation of 1.5 ms . Consequently, 

according to (Eq. 4), a maximum velocity correction of 3 ms  would require an additional 

propellant fraction 0.15%. Thus, the propellant requirement for a 100 kg cargo block 

would be only 0.150 kg. For the further design, the PCM is estimated with a total weight 

of 1 kg and the attachment of the PCM to the cargo block with another 1 kg.  

 

Definition of Key Performance Parameters 

Due to the uncertain lunar terrain, a rectilinear coilgun design is considered initially. 

Based on the depth of 4.2 km and a diameter of 21 km of the Shackleton crater, a track 

length of 689 m is specified. The resulting key performance parameters are listed in  

Table 13, where the launch force is within the capacity of the EMM coilgun concept. 
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Assuming scalability, the reduction of the launch force to 71% of the EMM launch 

force results in a reduced 𝜗𝜗 of 447 kg
m
 and consequently in a total accelerator mass of  

308 t (Table 14). 

 

5.2.5 Energy Assumptions 

An essential aspect for the operation of a lunar coilgun is a sufficient energy infra-

structure. The efficiency of industrially available solar cells for space applications is cur-

rently 30% [128; 129]. Due to the transportation cost of terrestrial space solar cells, the 

utilization of lunar solar arrays is proposed. Hence, the solar arrays with an area A and 

an efficiency 𝜂𝜂𝑃𝑃  provide a power supply 𝑃𝑃𝑃𝑃  

    𝑃𝑃𝑃𝑃 = 𝐴𝐴𝐴𝐴𝜂𝜂𝑃𝑃       (Eq. 5) 

with S being the solar constant of 1,360 𝑊𝑊
𝑚𝑚2. The required energy of the coilgun is defined 

by 

    𝐸𝐸𝐶𝐶 = 𝐸𝐸
𝜂𝜂𝐶𝐶

      (Eq. 6) 

with 𝜂𝜂𝐶𝐶 as the efficiency of the coilgun.  

Consequently, the energy recharge time 𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 can be calculated by  

    𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 =  𝐸𝐸𝐶𝐶
𝑃𝑃𝑃𝑃

= 𝐸𝐸
𝐴𝐴𝐴𝐴𝜂𝜂𝑃𝑃 𝜂𝜂𝐶𝐶

     (Eq. 7).  

Acceleration Track length Launch Force Launch time 

a  L = 
v2

2a
 F = mpayloada tL =  

v
a
 

[g] [ms2] [m] [N] [s] 
500 4.91E+03 6.89E+02 4.91E+05 5.30E-01 

 

 Table 13: Acceleration, launch force, and launch time for a track length of 
689 m regarding a launch velocity of 2.6 km

s  and a payload mass of 100 kg. 
 

  

Track length 
L in [m] 

Launch Force  
F in[N] 

Launch Force ratio 
FLC
FEMM

 in [-] 
Mass per unit length 
ϑ in [kg

m ] 
Total mass 
M in [kg

m ] 

EMM 2.40E+00 6.93E+05 
70.7% 

6.32E+02 1.52E+03 

LC 6.89E+02 4.91E+05 4.47E+02 3.08E+05 
 

 Table 14: Calculated design parameters for a lunar coilgun with track length of 689 m regarding a launch 
velocity of 2.6 km

s  and a payload mass of 100 kg assuming scalability.  
 



5 IPSS Launch System 56 

 

  

 

In order to provide the high mass flow to EML2, the required cycle time 𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 can 

be defined by 

𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑜𝑜𝑎𝑎𝑎𝑎
𝑀𝑀𝑀𝑀𝑀𝑀      (Eq. 8) 

with 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 in kg, as payload mass per launch and MLR, as required mass launch rate 

in 𝑘𝑘𝑘𝑘
𝑠𝑠  (Table 9). As a result, based on the dependence between 𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 (Eq. 7) and 

𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 (Eq. 8) with 

𝐸𝐸
𝐴𝐴𝐴𝐴𝜂𝜂𝑃𝑃 𝜂𝜂𝐶𝐶

 = 𝐸𝐸𝐶𝐶
𝑃𝑃𝑃𝑃

 =  𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 <  𝑡𝑡𝑟𝑟𝑟𝑟𝑟𝑟,𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 =  
𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

𝑀𝑀𝑀𝑀𝑀𝑀
 

including the provided launch energy by  

    𝐸𝐸 = 1
2 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙𝑜𝑜𝑜𝑜𝑜𝑜𝑣𝑣2     (Eq. 9) 

the relationship between the required solar array area A is obtained by  

     𝐴𝐴(𝑀𝑀𝑀𝑀𝑀𝑀) = 𝑣𝑣2

𝑆𝑆𝜂𝜂𝑃𝑃 𝜂𝜂𝐶𝐶
𝑀𝑀𝑀𝑀𝑀𝑀    (Eq. 10) 

as a function of the required MLR for the selected coilgun design. 

Due to the high availability of lunar silicon [13], the application of lunar silicon solar 

cells [114] with an efficiency of 9% is suggested. At a coilgun efficiency 𝜂𝜂𝐶𝐶 of 30%, the 

minimum MLR (𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚) of 117 kg
s  and the maximum MLR (𝑀𝑀𝑀𝑀𝑀𝑀𝑚𝑚𝑚𝑚𝑚𝑚) of 453 kg

s  result 

in a required solar array area A between 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚 of 2.20x107 m² and 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚 of 8.52x107 m² 

(Table 15). 

 

The comparison with terrestrial photovoltaic plants such as the largest solar park on 

Earth, the Bhadla Solar Park in India [130], indicates that the surface area is in a similar 

  
Minimum Mass Sunshade Photovoltaic Sunshade 

Raw material MLR in [kg/h] 4.21E+05 1.63E+06 

Raw material fraction 98% 98% 

MLR in [kg/s] 1.17E+02 4.53E+02 

A in [m²] 2.20E+07 8.52E+07 
 

 Table 15: Required solar array area for a lunar coilgun with track length of 689 m regarding a launch 
velocity of 2.6 km

s  for a minimum mass sunshade and a photovoltaic sunshade.  
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magnitude [131]. The simplified calculation of the power capacity of the lunar solar park 

leads to higher nominal power performance, compared to the Bhadla Solar Park (Table 

16). However, the comparison of the capacities reveals similar order of magnitude.  

Furthermore, the annual addition of power in Germany by photovoltaic plants of  

4.8 GW in 2020 [132], indicates the promising feasibility of the scale of a lunar solar park, 

producing between 2.7 and 10.4 GW. 

 

5.2.6 Design Optimization 

Due to the high MLR requirement and complexity of the coilgun, service shutdowns 

can have a significant impact on the time schedule. Due to the compact length of only  

689 m, the installation of several coilguns is reasonable. The MLR of a coilgun is limited 

by the preparation time between two launches. Assuming an estimated launch prepara-

tion time of 10 s would result in a MLR of 36,000 kg
h , which is 12 times lower than the 

required MLR for a minimum mass sunshade of 421,000 kg
h . Therefore, a precise optimi-

zation of the required number of coilguns with regard to the required mass and mainte-

nance effort should be performed.  

Based on the demand for high energy supply and energy storage capacitors with a 

high charge-discharge rate as well as high density energy storage are required. Current 

supercapacitors offer discharge cycles of 1 to 10 s [133]. Due to the short acceleration 

time of the rectilinear concept of 0.53 s, current supercapacitors encounter their limits. 

Thus, doubling the distance would lead to a halving of the acceleration and consequently 

to a doubling of the launch time. Consequently, a continuous operation of the coilgun 

with a launch mass flow of 100 kg
s  could be achieved by accepting a less compact design. 

  

Minimum Lunar 
Solar Park 

Maximum Lunar 
Solar Park 

Bhadla Solar Park 
(India) 

Surface area A in [ha] 2197 8516 5700 

Power capacity PP in 
[MW] 

2689 10424 2245 
 

 Table 16: Comparison between lunar and terrestrial solar parks.  



5 IPSS Launch System 58 

 

  

 

Considering the nearly flat floor and the large dimensions of the Shackleton crater, 

the use of a ring-shaped accelerator on the crater floor in combination with a directing 

tube could be a long-term and efficient solution to ensure a high mass rate (Figure 34). 

In this case, the payload could slowly be accelerated and be diverted tangentially through 

the directing tube once the launch velocity has been achieved. Such a concept is similar 

to the structure of a particle accelerator, like the Australian Synchrotron, and enables a 

stepwise velocity increase. However, due to the closed structure, the possibilities for the 

insertion mechanism of the payload have to be considered in more detail. 

 

 Figure 34: System architecture of a ring-shaped coilgun with the functionally relevant 
components. Energy storage, drive coils, and supercondensators made of superconducting 
material(s). 
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5.2.7 Mass Estimation 

The high mass rate of the coilgun allows the transport of the initial materials for the 

construction of the sunshade constellation, but first the required resources for the con-

struction of the coilgun on the Moon have to be provided. In the following, in addition 

to the estimation of the mass of the accelerator, first estimations for support structure, 

energy, as well as for construction infrastructure are performed.  

 

Support Infrastructure 

In order to evaluate the mass impact of the support infrastructure, a scalable concept 

consisting of individual accelerator segments is proposed (Figure 31). In combination 

with 𝜗𝜗 already described in chapter 5.2.4 the total mass of a single segment can be 

calculated. The force transmission into the crater slope is done by an anchoring in the 

lunar regolith, where an anchor weight of 20 kg is specified for a force load of 10,000 N 

[122]. The intended payload mass of 100 kg leads to an acceleration force of 490,500 N, 

consequently estimating 50 anchors per segment. As a result, the total mass for the 

anchoring is 1,000 kg per segment. Furthermore, the support structure is estimated to 

have an effective density of 5 kg
m3 for a resistance of 10,000 N. Due to the lack of  

environmental influences, a significantly lower density as for terrestrial applications can 

be assumed. Thus, based on the acceleration force, a density of 250 kg
m3 is  

derived. The volume of the segment is estimated to be 2% of the cube of the segment 

length 𝐿𝐿𝑠𝑠 as a result of the large forces [122]. Therefore, the mass of a support segment 

is described by 

𝑀𝑀𝑆𝑆𝑆𝑆,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 (𝐿𝐿𝑠𝑠) = 𝐿𝐿
𝐿𝐿𝑠𝑠

∙ (𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴�𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃,𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴, 𝑎𝑎, 𝐹𝐹𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 �   

+ 𝑀𝑀𝑆𝑆𝑆𝑆(𝐿𝐿𝑆𝑆, 𝜌𝜌𝑆𝑆𝑆𝑆, 𝐹𝐹𝑆𝑆𝑆𝑆)    (Eq. 11) 

with  

 𝐿𝐿𝑠𝑠 = length of the segment 

 𝑀𝑀𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴�𝑚𝑚𝑃𝑃𝑎𝑎𝑦𝑦𝑦𝑦𝑜𝑜𝑜𝑜𝑜𝑜, 𝑎𝑎  , 𝐹𝐹𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 � =  𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝑎𝑎
𝐹𝐹𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

 𝑚𝑚𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  

 𝑀𝑀𝑆𝑆𝑆𝑆(𝐿𝐿𝑆𝑆, 𝜌𝜌𝑆𝑆𝑆𝑆, 𝐹𝐹𝑆𝑆𝑆𝑆 ) =  0.02 ∙  𝐿𝐿𝑠𝑠  ∙  𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ∙ 𝑎𝑎
𝐹𝐹𝑆𝑆𝑆𝑆

 ∙  𝜌𝜌𝑆𝑆𝑆𝑆 . 

Optimizing the mass function for 𝐿𝐿𝑠𝑠 results in a minimum length of 
√

1003  m =  

4.64 m, which means that the total length is divided into 149 segments and has a total 
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mass 𝑀𝑀𝑆𝑆𝑆𝑆,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of 222,700 kg. Considering the high mass requirement for the accelerator, 

the use of in-situ material is recommended to reduce the terrestrial mass demand. Lunar 

regolith has an appropriate density of 1,500 kg
m3 [134] and consequently can be used for 

basic structural elements. However, complex, or safety-relevant structures should not be 

made from lunar regolith due to the low TRL level of lunar manufacturing processes. 

With an in-situ mass fraction 𝜓𝜓𝑖𝑖𝑖𝑖−𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 of the total mass of the support structure, the 

mass fraction of terrestrial materials is given by 

𝑀𝑀𝑆𝑆𝑆𝑆,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸ℎ = 𝑀𝑀𝑆𝑆𝑆𝑆,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡  ∙  (1 − 𝜓𝜓𝑖𝑖𝑖𝑖−𝑠𝑠𝑠𝑠𝑠𝑠𝑢𝑢).   (Eq. 12) 

 

Energy Infrastructure 

Based on chapter 5.2.4, the simplified energy infrastructure consists primarily of the 

lunar solar arrays and the high-density energy storage with high discharge rate. REBCO- 

based highly efficient energy storage and power supply units represent a promising tech-

nology, but for a conservative design supercapacitors are used. In contrast to classical 

lithium-ion batteries, these offer the advantage of a high discharge rate. However, com-

mercial electro-chemical double-layer supercapacitors (EDLC) only have a maximum en-

ergy density of 3 to 5  Wh
kg  [135; 136], whereby ultra-high-energy density supercapacitors 

are currently being researched [137]. Thus, an energy density of 5 Wh
kg  is assumed for the 

estimation. The required launch energy of  

𝐸𝐸 = 1
2 𝑚𝑚𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑣𝑣2 = 3.38x108 J = 338 MJ (Eq. 13) 

results in a total mass of 18,778 kg for the energy storage based on supercapacitors.  

The energy supply by lunar silicon solar cells requires a large-scale solar park, but 

terrestrial solar cell technology can be avoided. Nevertheless, a terrestrial mass fraction 

of the solar park of 0.1 % is estimated because an energy supply has to be guaranteed at 

the beginning of the construction process. Ultralight solar cells for space solar power 

satellites are expected to have a surface density 𝜌𝜌𝐴𝐴 of 100 g
𝑚𝑚2 [138], which leads to a 

terrestrial mass fraction 𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of  

𝑀𝑀𝐿𝐿𝐿𝐿𝑃𝑃,𝑡𝑡𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 =  𝐴𝐴 ∙  𝜌𝜌𝐴𝐴     (Eq. 14) 

resulting in 𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚 of 2200 kg for 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚 and 𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡,𝑚𝑚𝑚𝑚𝑚𝑚 of 8520 kg 

for 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚.  
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Overall Coilgun Mass 

Based on the previous calculations, the masses of the coilgun and its infrastructure 

can be summarized for the minimum mass sunshade and the photovoltaic sunshade  

(Table 18).  

It is evident that the different mass requirements for raw materials only affect the 

energy supply provided by the solar array area. However, a detailed analysis reveals that 

the delay time i.e., the preparation time between two launches, has an impact on the 

  

Minimum  
Lunar Solar Park 

Maximum  
Lunar Solar Park 

𝑀𝑀𝑆𝑆𝑆𝑆 in [kg] 1.88E+04 1.88E+04 

A in [m²] 2.20E+07 8.52E+07 

𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 in [kg] 2.20E+03 8.52E+03 
 

 Table 17: Mass estimation for energy infrastructure. Mass for supercapacitors 𝑀𝑀𝑆𝑆𝑆𝑆 and terrestrial mass 

fraction 𝑀𝑀𝐿𝐿𝐿𝐿𝐿𝐿,𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 of lunar solar park based on lunar solar park area A and a mass fraction of 0.1%. 

 

  
Minimum Mass 
Sunshade 

Photovoltaic 
Sunshade 

Raw material MLR in [kg/h] 4.21E+05 1.63E+06 
Required launches per hour with 𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 100 kg 4210 16320 
Launch time in [s] 0.53 0.53 
Estimated launch preparation time in [s] 1 1 
Number of coilguns 1 1 
Possible launches per coilgun per hour 3600 3600 
Accelerator mass in [kg] 3.08E+05 3.08E+05 
Raw material fraction  98% 98% 
Solar park area in [m²] 2.20E+07 8.52E+07 
Power capacity in [MW] 2.69E+03 1.04E+04 
Total mass of support structure in [kg] 2.23E+05 2.23E+05 
In-situ material mass fraction 0% 0% 
Terrestrial mass of support structure in [kg] 2.23E+05 2.23E+05 
Supercapacitor mass in [kg] 1.88E+04 1.88E+04 
Terrestrial mass of lunar solar park in [kg] 2.20E+03 8.52E+03 

Total mass of coilgun and infrastructure in [kg] 551594 557913 
 

 Table 18: Total mass estimation for a lunar coilgun and infrastructure including essential parameters. 
Mass fraction of lunar solar park based on lunar solar park area A and a terrestrial mass fraction of 
0.1%.  Calculated without in-situ material mass fraction. 
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schedule. The calculated launch time for the coilgun is only 0.53 s, which is less than the 

discharge time of the supercapacitors. The charge-discharge time is the limiting factor 

assuming that an unrestricted frequency of pulsed magnetic fields can be achieved. Due 

to the limitation of the charge and discharge rates of supercapacitors, it is not feasible 

to achieve the required launch rate with the defined mass of 100 kg. 

For this purpose, the payload mass can be increased, but that would have an enormous 

impact on the total mass due to the increased force effects. The resulting magnitude of 

forces would question the scalability based on the EMM coilgun concept.  

As already suggested in chapter 5.2.6, the approach with multiple coilguns leads to 

the intended result. Table 19 provides the necessary number of coilguns and the  

estimated mass requirement to be transported from Earth, assuming a launch  

preparation time of 10 s.  

Assuming a Starship payload capacity of 100 t per launch, this would result in 67 

launches for the minimum mass sunshade and 257 launches for the photovoltaic sun-

shade. The number of required coilguns to perform at the required launch rate per hour 

varies between 12 and 46. It should be noted that the support infrastructure is provided 

  
Minimum Mass 
Sunshade 

Photovoltaic 
Sunshade 

Raw material MLR in [kg/h] 4.21E+05 1.63E+06 
Required launches per hour with 𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 100 kg 4210 16320 
Launch time in [s] 0.53 0.53 
Estimated launch preparation time in [s] 10 10 
Number of coilguns 12.0 46.0 
Possible launches per coilgun per hour 360 360 
Accelerator mass in [kg] 3.70E+06 1.42E+07 
Raw material fraction  98% 98% 
Solar park area in [m²] 2.20E+07 8.52E+07 
Power capacity in [MW] 2.69E+03 1.04E+04 
Total mass of support structure in [kg] 2.67E+06 1.02E+07 
In-situ material mass fraction 0% 0% 
Terrestrial mass of support structure in [kg] 2.67E+06 1.02E+07 
Supercapacitor mass in [kg] 2.25E+05 8.64E+05 
Terrestrial mass of lunar solar park in [kg] 2.64E+04 3.92E+05 

Total mass of coilgun and infrastructure in [kg] 6619123 25663988 
 

 Table 19: Total mass estimation for multiple lunar coilguns and infrastructure to achieve required raw 
material MLR. Mass fraction of lunar solar park based on lunar solar park area A and a terrestrial mass 
fraction of 0.1%.  Calculated without in-situ material mass fraction.  
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entirely from Earth. Assuming 90% in-situ resource utilization for simple structures, the 

required total mass will be reduced to 4,214 t and 16,444 t (Table 20). 

Overall cost estimation 

For an initial cost estimation, the budget of the Defense Advanced Research Projects 

Agency (DARPA) EMM program for the development of an electromagnetic launcher is 

considered. However, it should be noted that the EMM program included the develop-

ment of a coilgun as well as a railgun version including the development costs for a 

sufficient power supply. Based on a cost framework of $5 million dollars for a 2.4 m EMM 

accelerator including energy supply, a conservative scaling to the LC accelerator length 

of 689 m would result in US$1.413 billion dollars. Based on the assumptions already 

mentioned in chapter 5.1 for Starship, a payload cost of US$1400 per kg results in a 

launch cost for the masses of a coilgun and the associated infrastructure between  

US$773 million and US$781 million. Considering the overall concept to achieve the  

necessary MLR (Table 21), the total system consisting of multiple coilguns and the  

associated infrastructure with a 90% in-situ resource utilization will cost between 

US$23.245 and US$89.129 billion. 

 

  
Minimum Mass 
Sunshade 

Photovoltaic 
Sunshade 

Raw material MLR in [kg/h] 4.21E+05 1.63E+06 
Required launches per hour with 𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 100 kg 4210 16320 
Launch time in [s] 0.53 0.53 
Estimated launch preparation time in [s] 10 10 
Number of coilguns 12 46 
Possible launches per coilgun per hour 360 360 
Accelerator mass in [kg] 3.70E+06 1.42E+07 
Raw material fraction  98% 98% 
Solar park area in [m²] 2.20E+07 8.52E+07 
Power capacity in [MW] 2.69E+03 1.04E+04 
Total mass of support structure in [kg] 2.67E+06 1.02E+07 
In-situ material mass fraction 90% 90% 
Terrestrial mass of support structure in [kg] 2.67E+05 1.02E+06 
Supercapacitor mass in [kg] 2.25E+05 8.64E+05 
Terrestrial mass of lunar solar park in [kg] 2.64E+04 3.92E+05 

Total mass of coilgun and infrastructure in [kg] 4213963 16444208 
 

 Table 20: Total mass estimation for multiple lunar coilguns and infrastructure to achieve required raw 
material MLR. Mass fraction of lunar solar park based on lunar solar park area A and a terrestrial mass 
fraction of 0.1%. Calculated with in-situ material mass fraction of 90%.  
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5.3 Solar and Laser-Beam Sails 

Conventional propulsion technologies are based on the opposing momentum of the 

accelerated onboard reaction mass, which is accelerated to high velocities using chemical 

reactions or electromagnetic forces [87]. The use of solar sails exploiting solar pressure 

eliminates the reliance on propellant as reaction mass. By harnessing the momentum of 

photons, continuous unlimited acceleration is achievable, depending only on the lifetime 

of the applied sail film. Thus, they have the potential to extend the envelope of possible 

missions and to enable high-energy missions. However, solar sailing utilizing large reflec-

tive surface areas provides only a maximum low-thrust transfer capability of 9 N
km2 at a 

distance of one astronomical unit (AU) [139]. The primary objective of a solar sail design 

is to provide large reflective surfaces with minimal mass. Especially for terrestrial solar 

sails, sufficient deployment reliability and production ease have to be balanced. In addi-

tion, the thin surface has to be tensioned to reduce the ripples and to provide a smooth 

surface. For this purpose, methods like booms or spars can be used to tension the sail.  

The configuration with booms attached to a central node allows the controlled de-

ployment of the sails, whereby the central unit can be jettisoned after successful furling 

in order to reduce system mass. With respect to the AOCS, articulated reflector blades 

at the boom ends provide a simple but slow method to relocate reflective area fraction. 

A faster but more complicated method is to displace the center of mass or the center of 

  
Minimum Mass 
Sunshade 

Photovoltaic 
Sunshade 

Raw material MLR in [kg/h] 4.21E+05 1.63E+06 
Total mass of coilgun and infrastructure in [kg] 4.21E+06 1.64E+07 
Number of LC 12 46 
Scaled cost per LC system in [US$ million] 1,435 1,435 
Total LC system cost in [US$ million] 17,225 66,029 
Number of Starship launches 43 165 
Payload per Starship launch in [kg] 1.00E+05 1.00E+05 
Starship payload cost in [US$/kg] 1.40E+03 1.40E+03 
Launch cost in [US$ million] 6,020 23,100 

Total cost in [US$ billion] 23.245 89.129 
 

 Table 21: Total cost estimation for multiple lunar coilguns and infrastructure to achieve required raw 
material MLR. Calculated with capabilities of Starship and with in-situ material mass fraction of 90%.  
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pressure of the spacecraft. The displacement of the center of mass is performed by at-

taching an additional mass to a boom, which is normal to the sail surface. The active 

relocation of the mass results in a shift of the center of mass, whereby a complex harmo-

nization of the operations is mandatory and the probability of failure is high. In addition, 

a certain bending stiffness of the boom has to be ensured, which results in a high mass 

fraction of the sail. Furthermore, the concept is challenging in terms of packing and 

deployment. The alternative displacement of the center of pressure is achieved by a non-

uniform distribution of the sail area through retraction and deployment.  

The concept using centripetal force provides for a heligyro configuration. The sail 

consists of long blades attached to a central node. By rotation, the blades are deployed 

and stabilized autonomously, eliminating the need for heavy spars. The configuration 

offers more compact packing and deployment. Stabilization is achieved by spin, imple-

menting the AOCS by varying the blade pitch across the rotation. Due to the rotation, 

the blades must be stiffened appropriately with respect to aging by twist. 

A hybrid concept combines the two configurations in the form of a disc sail deployed 

from a central node. Radial booms support the sail to achieve stiffness, while their elastic 

energy, induced by the initial wrapping process, provides the necessary assistance during 

the deployment. 

This promising technology has already been applied in a large number of missions 

(Table 22). The Japanese Interplanetary Kite-craft Accelerated by Radiation Of the Sun 

(IKAROS) mission has already performed a successful orbit transfer using solar sails in 

2010. In 2019, LightSail 2 was able to demonstrate solar pressure-based orbit stabilization 

in LEO. NASA's Near-Earth Asteroid (NEA) Scout, a CubeSat with solar sail propulsion 

will be launched into lunar orbit in 2021 to study a near-Earth asteroid. The largest 

project planned so far, the Solar Cruiser, with an area of 1,650 m² is targeting an artificial 

 

 Figure 35: Solar sail configurations.(a) Square sail [140].(b) Heliogyro Sail [141].(c) Spinning Disc Sail [142].  
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Lagrange point between Sun and Earth. Mission objectives are solar science and a warn-

ing system to prevent damages on satellites by solar storms. Solar Cruiser will provide a 

crucial baseline for the stabilization of large-scale sunshades around SEL1, as well as the 

sail design and production capabilities. The use of solar sails for the low-thrust transfer 

between EML2 and SEL1 will require large sail structures due to the high masses in-

volved. 

 

Due to the large efforts in connection with solar sails, they will be available for near-

term applications. An extension of the potential is provided by laser powered sails [144], 

which obtain additional ΔV from a directed laser. The energy could be provided for 

example by a laser on Earth, but high energy dissipation due to the atmosphere has to 

be accepted. An alternative would be solar power 

satellites, which could transmit bundled energy to 

the sail. Laser beam sails were not yet tested but 

could offer a time-efficient possibility for interstellar 

travel [144]. The current state of the art indicates 

that initially solar sails must be optimized in terms 

of surface density as well as scale through effective 

designs and material selection in order to enable the 

next leap to laser powered sails (Figure 37). 

 

NanoSail-D IKAROS LightSail-1 CU  
Aerospace 

LightSail-2 Near Earth 
Asteroid 
Scout 

Solar 
Cruiser 

2010 2010 2015 2018 2019 2021 2025 

NASA JAXA 
The  
Planetary 
Society 

NASA 
The  
Planetary 
Society 

NASA NASA 

EOD only IFF EOD only EOFF EOFF IFF IFF 
3U  
CubeSat 

315 kg 
Smallsat 

3U  
CubeSat 

3U  
CubeSat 

3U  
CubeSat 

6U  
CubeSat 

- 

10 m² 196 m² 32 m² 20 m² 20 m² 86 m² 1,672 m² 
 

 Table 22: Overview of selected solar sail missions. EOD = Earth orbit deployment, IFF = Interplanetary Full 
Flight, EOFF = Earth orbit full flight.  

 

 

 Figure 36: Solar Cruiser [143].  
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 Figure 37: Roadmap for solar and laser powered sails [145].  
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6 IPSS Attitude and Orbit Control System 

In the following chapter, the technological possibilities for an IPSS Attitude and Orbit 

Control System with respect to stabilization and controllability at SEL1 are shortly dis-

cussed. Based on the defined requirements, a possible concept based on IKAROS is pre-

sented. 

6.1 Requirements 

The designed IPSS system consists of a high number of smaller sunshades, which have 

to be arranged in a formation around SEL1 and stabilized to achieve a uniform shading 

effect on Earth. Thus, there are different requirements for the AOCS, resulting as the 

baseline for the further design.  

The AOCS must be able to apply sufficient momentum to ensure the stabilization of 

the orbit. The orbit selection should be based on its stability as well as its capability to 

be mapped accurately in simple models, while the transfer to high-fidelity models should 

not result in significant displacements. Due to the constant orientation towards the Sun, 

a continuous solar pressure can be assumed, but a mutual shading of the individual 

sunshades can occur. Therefore, a complex formation model must be created and simu-

lated for an accurate representation of these effects on the orbit as well as the shading. 

Consequently, the AOCS concept has to be mapped in terms of its attitude dynamics. 

In addition, the concept must ensure continuous control and enable infrequent control 

maneuvers. 

6.2 System Architecture 

The use of solar sails allows to generate artificial Lagrange points in the CR3BP of 

the Sun-Earth system by accelerating constantly. For this purpose, in addition to the 

existing centripetal force in the rotating Sun-Earth frame, the force induced by the solar 

radiation pressure is directed in the opposite direction to the Sun to provide a constant 

counterthrust. Thus, artificial Lagrange points can be generated between SEL1 and the 
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Sun, as well as between SEL2 and Earth. These artificial Lagrange points can serve as 

the reference point for halo orbits, which can be stabilized with little ΔV.  

The sunshades are positioned in different layers along the connecting line between the 

Sun and Earth, whereby the spacing between the layers must be large enough to avoid 

overlapping of the three-dimensional motions of the sunshades between two different 

layers. Thus, the entire fleet of sunshades is divided into several groups, which remain 

in their respective motion areas without interfering with each other. Hereby the commu-

nication and control efforts are reduced. The exact definition of the layers as well as the 

spatial dimension of the occupied space of the sunshade formation, moving on periodic 

orbits around the respective artificial Lagrange point, has to be simulated.  

Tracking has to be performed centrally from the hub at SEL1 in order to coordinate 

the sunshades. Due to the high number of sunshades, a complex dynamic system results, 

which has to be propagated with in high-fidelity models in order to avoid collisions and 

to initiate evasive maneuvers. Due to the lack of impulsive maneuvers, avoidance  

maneuvers can only be performed with low thrust, which limits the time response and 

the possible stable trajectories that can be reached.  

 

Control Mechanism 

The orbit control can be performed either by an area variation or an angle variation. 

The required area variation increases with increasing distance from Earth because higher 

counterforces are necessary. Based on the values simulated by Bookless [146] (Table 23), 

an estimation for the ΔV-demand can be derived.  

 

  Around SEL1 Around SEL𝐴𝐴 

Position in [km] 1,530,720 2,487,420 

Sail-to-payload ratio 2% 30% 

ΔV-demand in [ms ] 395 6,184 

Sunshade size small large 
 

 Table 23: Estimations for sunshade size based on Bookless [146] simulations.  
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Based on the scaled ΔV-demand and the corresponding surface area, it becomes  

evident that larger sunshades should be positioned closer to the Sun, because they can 

provide a higher surface area variation to stabilize the orbit. Due to TRL and time 

constraints the first sunshades will be smaller and should be located closer to SEL1 in 

order to manage initially with low ΔV-demands and the associated control maneuvers. 

 

Control Design 

IKAROS is the only mission to date which used solar sails as the primary propulsion 

technology for an orbital transfer. The spin stabilized spacecraft was equipped with a  

20 m-span sail with a mass of 16 kg and a minimum thickness of 7.5 µm. The centrifugal 

force-based deployment mechanism enabled a low sail mass with simple support struc-

ture.  

A similar design of fuel-free and oscillation-free attitude control system as for IKAROS 

is intended for the sunshades. The use of thin-film-type devices, called reflectance control 

device (RCD) [147], enables the center of radiation pressure to be displaced from the 

center of mass by adjusting local optical properties at the sail edges. Thus, a torque 

normal to the spin axis can be generated. The RCD controls the orientation of liquid 

crystal components, which are sandwiched between two electrodes. By applying voltage 

between the applied electrodes, regular and diffuse transmission can be switched. By 

distributing multiple RCDs over the sail area, the torque can be transferred to the entire 

sail compared to classical reaction control systems (RCS). Due to the constant torque, a 

stable attitude control of the large sail structures can be implemented. Figure 38  

illustrates the torque generation by local variation of the optical properties between  

specular and diffuse reflectivity. 
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The design of the exact number of RCDs depends on the size of the sunshade and the 

required area variation to generate the torque for stabilization. The generated torque 

depends on the device performance ∆𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅, which results from the difference of the solar 

radiation pressure in the ON (𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑂𝑂𝑂𝑂) and OFF (𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑂𝑂𝑂𝑂𝑂𝑂 ) states (Eq. 15).  

∆𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅  = 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑂𝑂𝑂𝑂 − 𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑂𝑂𝑂𝑂𝑂𝑂   (Eq. 15) 

The performance in the two states is obtained from the following integrals (Eq. 16 

and Eq. 17) regarding the wave-dependent reflectivity (Figure 39). 𝐶𝐶𝐴𝐴, 𝐶𝐶𝑆𝑆 and 𝐶𝐶𝐷𝐷  

represent the absorptivity, the specular reflectivity, and the diffuse reflectivity in the 

respective states, which depend on the wavelength 𝜆𝜆. The torque of the sunlight per unit 

wavelength per unit area is given by 𝑝𝑝0 and the angle to the sun by 𝜃𝜃. Based on experi-

ments, 𝐶𝐶𝐴𝐴 remains constant in both states [148], therefore ∆𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 is only depending on 

the difference of the specular reflectivity ∆𝐶𝐶𝑆𝑆 and the diffuse reflectivity ∆𝐶𝐶𝐷𝐷 (Eq. 18). 

𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑂𝑂𝑂𝑂 = � 𝑝𝑝0 (cos2 𝜃𝜃 ∙ 𝐶𝐶𝐴𝐴,𝑂𝑂𝑂𝑂 + 2 cos2 𝜃𝜃 ∙ 𝐶𝐶𝑆𝑆,𝑂𝑂𝑂𝑂 + cos2 𝜃𝜃 ∙ 𝐶𝐶𝐷𝐷,𝑂𝑂𝑂𝑂  

+ 2
3 cos 𝜃𝜃 ∙ 𝐶𝐶𝐷𝐷,𝑂𝑂𝑂𝑂) 𝑑𝑑𝑑𝑑    (Eq. 16) 

 

 

 Figure 38: Functionality of SRP-based attitude control using RCDs for torque generation [148].  
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𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅,𝑂𝑂𝑂𝑂𝑂𝑂 = �𝑝𝑝0 (cos2 𝜃𝜃 ∙ 𝐶𝐶𝐴𝐴,𝑂𝑂𝑂𝑂𝑂𝑂 + 2 cos2 𝜃𝜃 ∙ 𝐶𝐶𝑆𝑆,𝑂𝑂𝑂𝑂𝑂𝑂 + cos2 𝜃𝜃 ∙ 𝐶𝐶𝐷𝐷,𝑂𝑂𝑂𝑂𝑂𝑂  

+ 2
3 cos 𝜃𝜃 ∙ 𝐶𝐶𝐷𝐷,𝑂𝑂𝑂𝑂𝑂𝑂 ) 𝑑𝑑𝑑𝑑    (Eq. 17) 

   ∆𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅 = ∫ 𝑝𝑝0 cos 𝜃𝜃 �2 cos 𝜃𝜃 ∙∆𝐶𝐶𝑆𝑆 + �2
3 + cos 𝜃𝜃� ∙∆𝐶𝐶𝐷𝐷�𝑑𝑑𝑑𝑑  (Eq. 18) 

The time-averaged attitude torque 𝑇𝑇̅ (Figure 40) can be derived according to (Eq. 19) 

from the total area 𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅 of the RCDs, the distance 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 of the individual RCDs to 

the center of the spacecraft and ∆𝑃𝑃𝑅𝑅𝑅𝑅𝑅𝑅. 

 

  𝑇𝑇̅ =  𝐴𝐴𝑅𝑅𝑅𝑅𝑅𝑅∆𝑃𝑃𝑅𝑅𝐶𝐶𝐷𝐷𝑅𝑅
𝜋𝜋        (Eq. 19) 

 

 

 Figure 39: Specular and diffuse reflectivity of RCD. (a) Reflectivity in state ON. (b) Reflectivity in state 
OFF. 

 

 

 Figure 40: Attitude torque generation by a single RCD.  
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7 Conclusion 

The primary objective of this thesis was the analysis of the logistical aspects of con-

structing a sunshade constellation, the IPSS system, in the vicinity of SEL1. Based on 

the defined roadmap for the development and implementation of the IPSS system, the 

transfer trajectories for the different phases in the Sun-Earth-Moon system were charac-

terized and designed. Furthermore, the required transport technologies were analyzed 

and partly conceptualized. Finally, aspects for an IPSS attitude and orbit control system 

were highlighted to ensure stabilization of the IPSS constellation around SEL1.  

Based on the overall roadmap, the logistical concept for the IPSS system was designed 

and described first. Based on the required mass flow between the defined destination 

points, appropriate and phase-specific effective transfer technologies were selected and 

their significance and application for the phase were outlined.  

In the first step, the trajectories were differentiated between Earth-based, Moon-based, 

and lunar orbit-based trajectories with respect to their targeted destination, the available 

transfer technologies as well as the required ∆𝑉𝑉 -demand. The target orbits for the Earth-

based transfers were identified, which are initially exploited to test the required technol-

ogy demonstrators in Earth orbit and finally to demonstrate the functionality of an 

Earth-built sunshade demonstrator at SEL1.  

A special focus was assigned to the lunar-based trajectories to transport the initial 

resources to the Moon as well as to ensure a continuous supply of Earth-based compo-

nents to the cargo hub. The choice of a suitable orbit for the cargo hub at EML2 was 

investigated in terms of ∆𝑉𝑉 -demand, stability, and visibility to the lunar south pole 

region. With an optimization tool, a short-term transfer with a TOF of 5.5 days for 

manned missions and an energy-efficient long-term transfer with a TOF of 59.5 days for 

cargo missions to a NRHO with a comparable stability as the Lunar Gateway orbit were 

designed. Subsequently, visibility of the NRHO at the lunar south pole, especially the 

Shackleton crater, was analyzed with the LSMAT tool to identify possible communica-

tion windows between the lunar base and the cargo hub. The results indicate a maximum 

coverage of 92%, with the area around the Shackleton crater being covered between 85% 

and 90%. Hence, the coverage level is similar to the visibility of the gateway orbit.  

Following that, the challenges for a low-thrust transfer based on solar sails between the 
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Lagrange points EML2 and SEL1 were presented in order to finalize a ∆𝑉𝑉 -mapping for 

the whole mission scenario. 

The second section analyzed suitable propulsion and launch technologies. Chemical 

reusable rockets, such as the Starship, have emerged as a promising technology for Earth-

based transfers. For the high mass transfer from the lunar south pole to EML2 a scalable 

modular coilgun concept was designed taking advantage of the lunar conditions at the 

Shackleton crater. Based on the key performance parameters of the coilgun, a first mass 

and energy balance based on lunar silicon solar cells was established and a rough cost 

estimate was derived. The energy demand indicates that a large lunar solar park in the 

order of magnitude of the largest solar park on Earth, the Bhadla Solar Park, is required. 

The mass estimate reveals that, depending on the sunshade concept, 12 to 46 coilguns 

are required to provide the demanded mass flow of 74 to 286 Mt to SEL1. The initial 

cost estimate for a lunar launch system based on multiple coilguns is between US$23 and 

US$89 billion. The further transport of the cargo blocks is carried out by using a solar 

sail propulsion system, which has been investigated with regard to its potential applica-

tion in combination with laser powered sailing.  

Finally, the IPSS attitude and orbit control system was analyzed with respect to an 

efficient stabilization of the sunshade constellation at SEL1. In this context, an orbit and 

attitude stabilization based on RCDs was investigated in order to ensure uniform and 

continuous attitude control. Based on previous simulation results, positioning of smaller 

sunshades closer to SEL1 should be intended in order to provide the required area  

variation. The complexity of the low-thrust AOCS and the dynamics of the orbits around 

SEL1 require a high-fidelity model to estimate the effects of mutual shading and the 

effort for control maneuvers.  
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8 Outlook 

A great venture requires initiating small steps in order to be accomplished. The  

present analyses of the logistical aspects of an IPSS system provide initial estimates with 

regard to potential transfer trajectories as well as propulsion and launch systems. The 

analysis of the trajectories especially in connection with the Lagrange points SEL1 and 

EML2 shows high optimization potentials. The simple transfer trajectories in the CR3BP 

have to be transformed into a high-fidelity model in order to be able to design potential 

deviations with regard to ∆𝑉𝑉 -requirements as well as stabilization efforts for the AOCS. 

In addition, the low-thrust transfer with solar sails has to be simulated in more detail to 

define possible limits for the space tugs transporting cargo from EML2 to SEL1. 

Another task in the design of the AOCS will be the manufacturing and especially the 

maintenance operations at SEL1, which will require a large number of robotic operations. 

The stabilization of the on-orbit assembly process of large structures has to be analyzed 

with respect to induced external disturbances by the movements of the assembly robots 

and corresponding control methods have to be implemented to prevent uncontrolled 

drifting on the one hand and to reduce control allocation on the other hand [149]. 

The coilgun concept is a promising launch technology, however, the high energy and 

mass input requires optimization. Alternative concepts, such as a ring-shaped structure 

in combination with directing tubes, should be analyzed more closely in order to reduce 

the high number of coilguns. The use of solar power satellites at SEL1 in combination 

with laser-based energy transmission could accelerate the implementation by reducing 

energy consumption, but this technology is not yet sufficiently researched. Alternatively, 

an increase in efficiency of the lunar solar cells would allow a reduction of the required 

solar park area. The conservative calculation of the key design parameters of the coilgun 

system can be optimized by a detailed model. At the same time, current results in  

superconducting technology must be included to enable more efficient energy storage and 

transmission.  

The current design of the coilgun is limited to use for the high mass transport of raw 

materials. Further use of the coilgun with adaptable accelerations could enable a future 

technology for lunar transportation. For this purpose, additional use-cases as well as the 
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necessary requirements, should be analyzed in order to derive a modular design for  

different objectives.  

One of the biggest challenges is the design, optimization, and control of the sunshade 

constellation at SEL1. Due to the high number of sunshades, an instantaneous coordi-

nation of their motion as well as an avoidance of mutual shadowing has to be ensured. 

The use of a laser-aided control system at SEL1 for active trajectory and attitude control 

could provide additional relief and should be considered for the formation design. 

Due to the logistical complexity of the overall system, an extension of the designed 

concepts to a model-based approach for the IPSS system can enable systematic design 

(Figure 41). For this purpose, the overall system is divided into parameterized subsys-

tems for the individual fields of the IPSS system. These, in turn, are clustered into rele-

vant optimization fields, so that a cross-linking of the subsystems can enable optimization 

regarding different priorities. Especially the logistical model should be able to represent 

the transfer optimization, the design of the mega constellation, as well as the shading 

impact on Earth. By integrating the ISRU and ISM models in combination with a  

detailed sunshade model, a realistic simulation of the implementation and operation can 

be achieved. The crucial coupling with a sophisticated climate model provides a holistic 

system that could be used to demonstrate the promising impact of an IPSS system on 

climate change.  

 

 Figure 41: Model-based approach for an IPSS system.  
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Despite increasing efforts and financial support through private companies, an inter-

national alliance is necessary to achieve climate goals as well as efficient reduction of 

global warming. The promotion of innovative concepts by private investors [150; 151] in 

cooperation with international organizations can enable an efficient development of an 

IPSS system to cope with the impacts of climate change until 2060 and beyond.  

In addition to the organizational and legal aspects of an IPSS system, national responsi-

bilities concerning climate change are essential [152]. The IPSS system thus not only 

provides the opportunity to achieve a global reduction of climate change in order to 

secure the future of mankind; but it could also initiate the first steppingstone towards a 

sustainable era of international spaceflight by driving international cooperation and  

competition as well as by extending international frameworks for lunar settlements [153] 

and even beyond.  
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B Overview of International Launchers 

  

Figure 43: Overview of International Launchers. 
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C Launcher Calculations Falcon Heavy 

The calculation of the TLI payload as well as the Lunar Orbit Payload is based on 

the following Falcon Heavy specifications and characteristics [154–158; 158]:  

Characteristics First stage  
core unit 

Second stage Payload fairing Payload 
(LEO) 

Engines 
9 × Merlin 1D 

(sea level) 
1 × Merlin 1D 

(vacuum) 
N/A N/A 

Dry Mass in [kg] 22,200 4,000 1,700 63,800 

Fueled mass in [kg] 433,100 111,500 N/A N/A 

 

Characteristics Merlin 1D  
(vacuum) 

Merlin 1D  
(sea level) 

Effective exhaust velocity (ve) 
in [km

s ] 3.05 2.77 

Following orbit parameters were estimated for the calculation:  

Characteristics LEO  
(h = 600 km) 

TLO 

Distance regarding 
Earth in [km] 

6,978 384,400 

Standard gravitational 
parameter of Earth  

in [m3s−2] 
3.986 x 1014 N/A 

Calculations based on following equations [87]:  

Vis-viva equation:    𝑣𝑣2 = 𝜇𝜇 ∙  (2
𝑟𝑟 − 1

𝑎𝑎)   (1)  

Tsiolkovsky rocket equation:   ∆𝑣𝑣1→2 = 𝑐𝑐𝑒𝑒  ∙  𝑙𝑙𝑙𝑙�𝑚𝑚1
𝑚𝑚2

�  (2)  

  

Table 24: Falcon Heavy stage masses. 

Table 25: Falcon Heavy Engine Effective exhaust velocity 

Table 26: Orbital Parameter for Falcon Heavy Calculation. 
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Calculation 

Stage 1: two boosters, upper stage, payload fairing, payload 

Total take-off mass: 

𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑎𝑎𝑙𝑙 = 3 ∙ 433,100 𝑘𝑘𝑘𝑘 + 111,500 𝑘𝑘𝑘𝑘 + 1,700 𝑘𝑘𝑘𝑘 + 63,800 𝑘𝑘𝑘𝑘  

𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 1476,300 𝑘𝑘𝑘𝑘 = 𝑚𝑚1𝑠𝑠 

Mass after Stage 1 burn: 

𝑚𝑚1𝑒𝑒 = 433,1000 +  2 ∙ 22,200 𝑘𝑘𝑘𝑘 +  111,500 𝑘𝑘𝑘𝑘 + 1,700 𝑘𝑘𝑘𝑘 + 63,800 𝑘𝑘𝑘𝑘 

𝑚𝑚1𝑒𝑒 = 654,500 𝑘𝑘𝑘𝑘 

ΔV after Stage 1 based on (2) at sea level:  

 𝛥𝛥𝛥𝛥1 = 2,253 𝑚𝑚
𝑠𝑠   

Stage 2: Fairing and boosters jettisoned, core stage, upper stage, payload remaining 

𝑚𝑚2𝑠𝑠 = 433,100 𝑘𝑘𝑘𝑘 + 111,500 𝑘𝑘𝑘𝑘 + 63,800 𝑘𝑘𝑘𝑘  

𝑚𝑚2𝑠𝑠 = 608,400 𝑘𝑘𝑘𝑘 

Mass after Stage 2 burn:  

 𝑚𝑚2𝑒𝑒 = 22,200 𝑘𝑘𝑘𝑘 + 111,500 𝑘𝑘𝑘𝑘 + 63,800 𝑘𝑘𝑘𝑘 

𝑚𝑚2𝑒𝑒 = 197,500 𝑘𝑘𝑘𝑘 

ΔV after Stage 2 based on (2):  

 𝛥𝛥𝛥𝛥2 = 3,117 𝑚𝑚
𝑠𝑠   

Velocity V2 after Stage 2:  

V2 = 5,370 𝑚𝑚
𝑠𝑠

 

Stage 3: Core jettisoned, core stage, upper stage, payload remaining 

𝑚𝑚3𝑠𝑠 = 111,500 𝑘𝑘𝑘𝑘 + 63,800 𝑘𝑘𝑘𝑘  

𝑚𝑚2𝑠𝑠 = 175,300 𝑘𝑘𝑘𝑘 

Mass after Stage 3 burn:  

 𝑚𝑚2𝑒𝑒 = 4,000 𝑘𝑘𝑘𝑘 + 63,800 𝑘𝑘𝑘𝑘 

𝑚𝑚2𝑒𝑒 = 67,800 𝑘𝑘𝑘𝑘 

ΔV after Stage 3 based on (2) in vacuum:  

 𝛥𝛥𝛥𝛥3 = 2,897 𝑚𝑚
𝑠𝑠   

Velocity V3 after Stage 3:  

V3 = 8,267 𝑚𝑚
𝑠𝑠
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The final speed in LEO with an altitude of h = 600 km based on (1) would be:  

 V𝐿𝐿𝐿𝐿𝐿𝐿 = 7,558 𝑚𝑚
𝑠𝑠  

Due to atmospheric drag and gravitational loss a reduction of the final velocity V3 to 

VLEO with a ΔV-reduction of  

 𝛥𝛥𝛥𝛥 = 𝛥𝛥𝛥𝛥3 − 𝑉𝑉𝐿𝐿𝐿𝐿𝐿𝐿 = 709 𝑚𝑚
𝑠𝑠  

is estimated.  

 

Based on a Hohmann transfer from LEO to TLO the characteristic ΔV for the transfer 

is calculated based on (1):  

 

Characteristics LEO  
(h = 600 km) 

TLO 

orbital radius  
in [km] 

6,978 384,400 

velocity on circular orbit  
in [ms ] 7,558 1,018 

ΔV needed for transfer  
in [ms ] 

3,033 961 

total ΔV needed for transfer 
in [ms ] 

3,995 

For the calculation of the TLI payload based on (1) only the required ΔV in LEO is 

considered. The payload-to-fuel-ratio (𝑚𝑚𝑝𝑝
𝑚𝑚𝑓𝑓

) was calculated to  

 𝑚𝑚𝑝𝑝
𝑚𝑚𝑓𝑓

 = 0.63 

 

And with a safety margin of 5% equation (1) delivers an estimated TLI payload of  

 mP,TLI = 21,590 kg .  

Considering the whole Hohmann transfer to the defined TLO with a safety margin of 5% 

fuel would enable a total payload of 

 mP,TLO = 14,890 kg . 

Table 27: Hohmann transfer parameters from LEO to TLO. 
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